Perceptual and memory constraints on language acquisition
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A wide variety of organisms employ specialized mechanisms to cope with the demands of their environment. We suggest that the same is true for humans when acquiring artificial grammars, and at least some basic properties of natural grammars. We show that two basic mechanisms can explain many results in artificial grammar learning experiments, and different linguistic regularities ranging from stress assignment to interfaces between different components of grammar. One mechanism is sensitive to identity relations, whereas the other uses sequence edges as anchor points for extracting positional regularities. This piecemeal approach to mental computations helps to explain otherwise perplexing data, and offers a working hypothesis on how statistical and symbolic accounts of cognitive processes could be bridged.

Specialized mechanisms in language acquisition

For the last fifty years, language has been conceived as a complex, rule-governed system with a strong innate basis [1,2]. At the same time, researchers have uncovered powerful (and ubiquitous) statistical learning machinery that infants might use to acquire the grammar of their maternal languages. This machinery might thus dispense with the need for at least some of the postulated innate constraints for language acquisition [3,4]. Here, we suggest a different (and complementary) approach to language acquisition, focusing on perceptual and memory functions that constrain how serially presented materials such as speech utterances are processed. Specifically, we propose that originally non-linguistic mechanisms were recruited by the language faculty, and now constrain the kinds of regularities language learners can acquire from their input.

We first review evidence illustrating that, to understand many animal behaviors in different species, one must assume the existence of a variety of specialized learning mechanisms. Given this evidence, we argue that it would be strange if humans were not similarly endowed with specialized learning abilities. We then show that many results from artificial grammar learning experiments rest upon specialized mechanisms, which might derive in part from perceptual or memory organization. Moreover, the same kinds of specialized mechanisms have important roles in natural language acquisition and processing. We conclude that language might use a toolbox of such specialized ‘perceptual or memory primitives’ (POMPs), which might complement and constrain both rule-based and statistical accounts of language acquisition and use (see the Glossary and Figure 1 for brief descriptions of the terminology). In other words, although no other animal has language, certain linguistic computations might draw on specialized, phylogenetically pre-existing mechanisms, and these mechanisms might determine what kinds of linguistic structures humans can learn.

The ubiquity of specialized mechanisms

Many animals can perform surprisingly complex computations based on highly specialized mechanisms [5,6]. For example, bees can predict the solar ephemeris [7], although they never learnt about Newtonian physics. Rather, they seem to have a highly specialized ability for orienting themselves during foraging. Specialized mechanisms of

Glossary

In the following, we provide informal definitions of terms used throughout this article. The different terms are also illustrated in Figure 1 in the main text. However, we are agnostic as to whether all logically possible combinations of these concepts are realized in the mind.

Specialized mechanism: specialized mechanisms subserve only one (and no other) function. For instance, a mechanism devoted to processing identity-relations can detect repetitions, but cannot be used for, say, determining the position of an item in a sequence. Specialized mechanisms may or may not be domain-specific.

Domain-specific mechanism: a domain-specific mechanism is a specialized or non-specialized mechanism that exists exclusively in one particular domain. For instance, a mechanism to recognize colors despite illumination changes will be found only in vision, but not in other domains.

Domain-general mechanism: a domain-general mechanism is a specialized or non-specialized mechanism that can be accessed from different domains. Attentional processing might be an example.

Domain-bound mechanisms: domain-bound mechanisms are similar to domain-specific mechanisms, except that they shared by at least two domains. For example, one can imagine distinct mechanisms for processing identity-relations in different domains such as vision, audition and language that are all independent of one another. That is, although these mechanisms might have very similar properties (they all process identity-relations), each of these mechanisms might operate in only one specific domain. For example, the identity-processing mechanism in vision might not process auditory identity-relations, and vice-versa. As domain-bound mechanisms are available in various domains, they are hard to distinguish from domain-general mechanisms (and, to our knowledge, have not been distinguished from them). The crucial difference, however, is that each of the mechanisms is implemented in such a way that it operates in only one particular domain.

Perceptual or memory primitive: a perceptual or memory primitive is a specialized, domain-bound mechanism that subserves a variety of computations, for example to learn grammatical regularities. It might often derive from phylogenetically pre-existing perceptual or memory processes, and might (but needs not) be shared with non-human animals.
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this kind abound at all levels of cognitive processing, from social cognition [8] to decision-making [9,10], but also more generally in biology [11]. They also include many ‘learning’ mechanisms. Even classical conditioning – the prototypical example of a learning mechanism often thought to apply to all stimuli alike – is in fact highly specialized. For example, rats easily associate tastes with visceral sickness, and external events (such as lights) with electro-shocks, but not tastes with electro-shocks or external events with sickness [12]. This specialization is adaptive because sickness usually results from ingesting toxic food, and pain from external events; it demonstrates that even supposedly general-purpose learning mechanisms can in fact be highly specialized.

Here, we argue that the mechanisms required to learn some grammatical aspects of language are just as specialized. In particular, we suggest that a toolbox of surprisingly simple and specialized mechanisms might be used to learn some grammatical regularities, and might also constrain the kinds of regularities that can be learned. They might both provide the machinery necessary to learn certain regularities and act as filters to the input of other grammar learning mechanisms. Furthermore, we argue that these mechanisms might be based on phylogenetically pre-existing perceptual and memory processes that were at some point recruited for grammatical purposes. These mechanisms are, thus, not necessarily adaptations to particular ecological niches, but seem to exist in different animals.

Specialized mechanisms in artificial grammar learning
In artificial grammar learning experiments, participants are exposed to materials constructed according to certain simple rules. These rules often mirror key aspects of language acquisition, but are hugely simplified relative to realistic language learning situations. How do learners succeed in such experiments? Here, we review studies suggesting that they rely on some POMPs, that is, computational mechanisms specialized for one particular function (e.g. computing identity relations), and that might often derive from pre-existing perceptual or memory mechanisms. The availability of the appropriate primitives might thus determine the kinds of regularities learners can acquire most naturally.

We thus attempt here to explain why some structures (but not others) are easily learnable. This differentiates our approach from previous suggestions that memory limitations (such as a reduced working memory capacity) are instrumental in language acquisition [13] because such accounts predict that all structures should be equally easy to learn as long as they fit a learners’ memory-span.

Repetition-based structures in artificial grammar learning
We start by illustrating how the best known demonstration of rule learning in infants can be explained if one assumes the existence of a primitive that is sensitive to identity relations. Marcus et al. [14] showed that 7-month-old infants can generalize (repetition-based) structures such as AAB, ABB and ABA. For example, after familiarization with syllable triplets conforming to one of the structures (e.g. ba-ba-de for AAB), infants were tested on new triplets with novel syllables that conformed either to the familiar structure or to a new one. Marcus et al. [14] showed that infants recognize the structure despite the use of new syllables during the test phase. They concluded that the syllable positions in the triplets act as variables, and that infants discover relations among such variables.

These results raise the question of whether young infants can extract arbitrary relations between variables (at least as long as these relations are not overly ‘complex’), or whether repetitions might rather be special relations that can be extracted and generalized much more readily than others.

Further experiments support the latter interpretation. Indeed, repetition-based generalizations seem to be computed by a specialized mechanism that only repetitions can trigger. For example, Endress et al. [15] asked whether participants could generalize only repetition-based structures, or also other, comparably simple, structures. Using piano tones, they tested whether participants would generalize only the repetition-based structures ABA and ABB, or whether they would also learn other melodic structures such as Lowest-Highest-Middle or Middle-Highest-Lowest. Participants performed well for the repetition-based structures, but very poorly (although slightly above chance) for the other structures. Next, Endress et al. [15] showed that these two types of structures are formally equally ‘complex.’ Hence, although participants had no a priori reason to learn one type of structure rather than the other, they performed much better on the repetition-based structures, suggesting that there is something special about repetitions.

Further support for the ‘repetitions are special’ hypothesis comes from artificial grammar learning experiments in which participants are typically familiarized with (visual) consonantal letter sequences. Unbeknownst to the participants, these sequences conform to a simple underlying grammar. Such a familiarization enables participants to classify new consonant strings as grammatical or ungrammatical – even when the test strings use a ‘different’ consonant set than the one used in the training
strings [16,17]. Further research revealed a surprising basis for these generalizations. The grammars typically used in artificial grammar learning experiments generate characteristic repetition patterns in the strings. Participants seem to use these repetition patterns for their generalizations: when these are removed, participants can no longer generalize to new strings using a new consonant set [18,19].

These results indicate that humans use a specialized primitive devoted to processing identity relations. Although this POMP responds much more strongly to repetitions of adjacent elements, it also seems to process repetition at a (short) distance (A.M. Kovács, PhD thesis, SISSA, Trieste, Italy, 2008). The POMP seems to be innate, and might be present in different modalities. Not only are human neonates sensitive to repetition structures [20] but even bees are sensitive to visual and olfactory identity relations [21]. It thus seems that a repetition-processing primitive is available in different animals [21-29], and in humans even at birth [20].

**Edge-based positional regularities in artificial grammar learning**

A second POMP turned out to be important in all artificial grammar learning experiments in which participants had to learn the positions of items in a sequence. Such positions seem to be encoded relative to the sequence edges as anchor points.

Indeed, people do not only memorize that an item has occurred in a sequence but also, to some extent, where in the sequence it occurred [24-28]. These two processes – remembering the occurrence of an item, and remembering where in a sequence that item occurred – seem to be rather independent. In memory experiments, in which people have to memorize ordered lists of items, a common error is to recall an item in its correct sequential position – but in a wrong list, that is, in another list than the one currently recalled [24,25]. Accordingly, most current models of serial memory assume that participants have access to a mechanism allowing them to memorize the positions of items.

**Figure 2** shows possible models of how the positions of items in sequences are encoded. Although the specific implementations differ rather widely across models, almost all of them assume, in one form or another, that positions are encoded relative to edges [25,27,28], and that only edges have proper positional codes. As all other positions are encoded relative to edges, they are encoded much less reliably. For instance, in Henson’s model [25], the activity of a ‘start’ marker decreases during a sequence, whereas the activity of an ‘end’ marker increases; their relative strengths represent the position of an item in that sequence. Edge positions can thus be encoded very accurately, whereas non-edge positions are encoded less well.

Edge-based positional codes turned out to be important also in many artificial grammar-learning experiments. For instance, in Marcus et al.’s [14] experiments, infants might (i) detect that there is a repetition and (ii) link this repetition to the appropriate edge-based positional code. That is, they might simply learn that there is a repetition, and that this repetition has to be in either the left or the right edge of the sequence. Indeed, using longer sequences and adult participants, Endress et al. [29] showed that repetition-based structures are generalized only when the repetitions are in sequence-edges (e.g. in structures such as ABCDEFF, in which each letter stands for a syllable), but not when the repetitions are located in middle positions (e.g. in ABCDDEFF).

Note that the aforementioned results are not just due to the salience of the edges. Indeed, participants discriminated sequences that differed in their middle syllables just as well as sequences that differed in their edge syllables (in fact, they were at ceiling in both cases). This would be unexpected if the generalization deficit were simply due to problems perceiving middle syllables. Rather, it seems that participants had difficulties encoding and generalizing the repetitions and their positions when these were not at the sequence edges. Thus, Endress et al. [29] concluded that the only positions that act as variables are the edges. In other words, participants might use one POMP to detect the repetitions, and then another POMP to determine where in the sequence the repetitions occur.

Edge-based positional codes turned out to be important also for virtually all recent artificial grammar learning experiments in which participants had to learn the items’ positions. For example, in some experiments [30,31], participants were familiarized with a stream of trisyllabic nonsense ‘words’ in which the first syllable predicted the last syllable with certainty; the middle syllable, by contrast, was variable. Although participants could use this dependency for segmenting the ‘words’ from the continuous familiarization stream, they could not generalize the dependency to new words even after arbitrarily long familiarizations. By contrast, when ‘words’ in the streams were separated by 25 ms silences, a familiarization of only two minutes was sufficient for participants to generalize a rule; they learned that some syllables had to occur in the first positions of words, whereas others had to occur in the last position [31]. Further research showed that, when longer
‘words’ were used, participants readily generalized a similar rule when the crucial syllables occupied the edge positions, but not when they were in middle positions. Statistical processes, by contrast, proceed fairly well also for middle syllables [32]. That is, these results illustrate the interplay of a fast mechanism registering the positions of items that occurred in word edges, and of a slower one tracking the statistical syllable distribution.

The importance of edges is also reflected in ‘phonotactic’ constraints. Such constraints govern permissible sound sequences in a language. Using monosyllabic Consonant-Vowel-Consonant (CVC) words, for example, Chambers and collaborators [33,34] showed that adults and young infants can learn that certain consonants must occur in syllable onsets, whereas others must occur in coda positions (that is, in syllable offsets). In monosyllabic words, however, syllable onsets and codas are edges of words; thus, one might ask whether these generalizations are also related to edge-based codes. When using bi-syllabic words, adult participants generalized similar constraints when the critical consonants occupied the word-edges, but not when they were in word-internal positions. Again, control conditions showed that these results were not due to a failure to perceive middle consonants [35]. Hence, Chambers et al.’s [33,34] participants might have learned to link particular consonants to positional codes for word-edges.

To sum up, the two aforementioned POMPs – one computing identity relations and one computing positional codes in edges – surface in a wide array of artificial grammar learning results. In the next section, we review evidence suggesting that the very same POMPs also have an important role in natural languages.

Specialized mechanisms in natural language learning
Compared to the complex input to infant learners, artificial grammar learning studies use highly simplified stimuli. Still, the two mechanisms just reviewed are important to account not only for diverse artificial grammar learning results but also for many linguistic phenomena.

Repetitions in natural language
Reduplication (that is, the repetition of a word root or parts of it) is a prominent feature of child-directed speech [36–38], and might thus be important for word learning. As reduplication entails the repetition of phonetic material, it might well appeal to a mechanism that can process identity relations. Reduplication is also extensively used in both derivational and inflectional morphology across languages [39]. In Micronesian languages, for example, word-final syllable reduplication is used extensively in derivational morphology (e.g. to derive verbs or adjectives from nouns, as in Marshallese takin ‘sock’, takinkin ‘to wear socks’ [40]). Likewise, in Classical Greek, consonantal left edge reduplication is used in verbal inflection for the perfect tense, as in παίδευα [paideu] ‘I educate’ versus παιδεύσακα [pepai-deuka] ‘I educated’; specifically, words are prefixed with a syllable whose first consonants is a copy of the word-initial consonant, and whose vowel is [e]. Although more research is needed to establish whether this type of phenomenon relies on identity-detecting mechanisms similar to those found in the experiments reviewed here, it is at least striking that repetitions have a prominent role both in artificial grammar learning and in morphology.

Edge-based positional regularities in natural language
Edges seem to have a crucial role in a variety of grammatical phenomena. Word stress, for example, is always defined with respect to one of the edges; it can fall on the left edge (as in Hungarian) or on the right edge (as in French), or on another syllable that is counted from the right edge – as in Italian, in which stress falls on one of the last three syllables – most frequently on the second syllable from the right. Stress is never assigned relative to positions other than the word edges [41]. Edges are also crucial to most morphological processes. Reduplications, for example, are found mainly at edges of morphological constituents. Across the languages of the world, reduplications are widespread either in initial or in final position. Middle reduplications, by contrast, are rarely attested. Moreover, when these arise, they occur at edges of phonological constituents; that is, they are at edges of a different level of representation [42]. Affixation provides another example of the importance of edges in morphology. Prefixes and suffixes are cross-linguistically much more frequent than infixes [43]; this observation follows naturally if one assumes that edge-based positional codes are used for affixation (for a similar proposal, see Ref. [44]).

Edges might also be important for the hierarchical organization that is crucial to language (and many other cognitive functions; e.g. Refs [45–47]). For example, the morphosyntactic and phonological hierarchies do not always coincide, as in cases where a morpheme is not a syllable (e.g. the English plural [s]). Even though the morphosyntactic and the phonological hierarchies do not match, at least one of the edges of their constituents do; in the case of the plural [s], for instance, the right edge of the morpheme is always aligned with the right edge of a syllable (that is, their right edges coincide). Likewise, at the phrasal level, at least one edge of a syntactic phrase is always aligned with an edge of a phonological phrase [48]. Edges thus seem to be important not only for morphological processes but also to coordinate different hierarchies [48,49]. Hence, both repetitions and edges seem to be important not only for explaining numerous artificial grammar learning results but seem to be exploited also by many languages for various grammatical processes.

A toolbox for alleviating some learning problems
The data reviewed earlier indicate that an operation sensitive to identity relations and edge-based positional codes might be involved in many artificial grammar learning experiments, and in a variety of linguistic phenomena. Conceivably, the language faculty might use a toolbox of these and other primitives for its own purposes. If such primitives are innate – which is plausible at least for repetitions because already human neonates are sensitive to them [20], they might alleviate at least some learning problems. Certain specialized primitives – some of which might have been recycled from memory and perceptual mechanisms – might thus facilitate the acquisition of some grammatical regularities.
In principle, each POMP might be either specific to a particular domain, or accessible to different domains. Figure 1 illustrates the different possibilities. Take the primitive processing identity relations as an example. Plausibly, there might be a single, generic domain-general process that detects identity relations. Alternatively, however, this primitive might be what we call ‘domain-bound’ in Figure 1: when analyzing speech input, acoustic, phonological, morphological and other computations might all have their own way of processing identity relations, and these operations might all be independent of one another. Hence, even if an operation can be performed in different modules, the corresponding primitive is not necessarily a generic, domain-general mechanism, but it might be domain-bound.

The hypothesis that each module has its own independent and domain-bound toolbox of primitives receives support from linguistic theory. In Semitic languages, for example, consonants might be repeated at the right edge of a word root, but not at its left edge [50–52]. The standard explanation is that the phonological representation of word roots forbids repeated consonants [52]. However, if a root has only two consonants rather than three, as most roots, the second consonant is reduplicated at the end to fit the canonic word pattern (which has three slots for consonants); this reduplication thus leads to a consonant repetition in the word’s final syllable. However, the reduplication occurs at the morphological rather than at the phonological level, in which the prohibition of repeated consonants holds. Hence, both the phonological and the morphological level have to appeal to identity relations; they can do so if each level has its own operations processing identity-relations, whereas the data are more difficult to explain if they appeal to one single, generic identity-processing mechanism.

The hypothesis that each level of representation might have its own set of primitives also gains support when edges are considered. Based on the data reviewed earlier, edge-based positional codes define the positions of different grammatical units (such as syllables and phonemes) and of repetitions; in other words, although syllables, phonemes and repetitions of them are very different objects, they could all be linked to positional codes. Likewise, linguistic theory establishes that constituents on all levels of representation have their own edges and that these must be aligned in specific ways [48,49]. We thus speculate that each level of representation and each module might have its own set of primitives, and that some modules might, but need not, share some primitives.

**Conclusion**

The results reviewed here indicate that the language faculty might use a collection of POMPs that might be in part specific to language, and in part recycled from other domains, in particular from perception and memory. This view receives support from proposals that some abstract grammatical principles might derive from processing constraints [53,54]. We have provided evidence for two examples of such primitives, namely a mechanism processing identity-relations, and one giving positional tags to items occurring at edges of sequences. Although POMPs like those highlighted in this article do not pinpoint what is special about language, they provide a conceptual and methodological foundation for exploring specific mechanisms mediating language processing and their psychological basis, and might shed light on some of the constraints that make certain grammatical structures more learnable than others (Box 1).

**Box 1. Outstanding questions**

- Which aspects of grammar can be explained based on POMPs, and which aspects evolved for specifically linguistic purposes, with no homologues in other domains or other animals?
- How do POMPs get integrated with the specifically linguistic aspects of language (e.g. phonological, syntactic or semantic representations)?
- Can non-human animals learn language-like structures based on POMPs, and what are the limits to their learning abilities?
- What, if any, is the contribution of the environment to the ontogenetic unfolding of POMPs?
- In addition to domain-bound mechanisms, are there domain-general mechanisms that are truly accessible to different domains rather than being localized copies in different domains?
- Can domain-bound POMPs interact with POMPs in other domains?
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