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Abstract

Cognitive processes are often attributed to statistical or symbolic general-purpose mecha-
nisms. Here we show that some spontaneous generalizations are driven by specialized, highly
constrained symbolic operations. We explore how two types of artiWcial grammars are
acquired, one based on repetitions and the other on characteristic relations between tones
(“ordinal” grammars). Whereas participants readily acquire repetition-based grammars, dis-
playing early electrophysiological responses to grammar violations, they perform poorly with
ordinal grammars, displaying no such electrophysiological responses. This outcome is prob-
lematic for both general symbolic and statistical models, which predict that both types of
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grammars should be processed equally easily. This suggests that some simple grammars are
acquired using perceptual primitives rather than general-purpose mechanisms; such primitives
may be elements of a “toolbox” of specialized computational heuristics, which may ultimately
allow constructing a psychological theory of symbol manipulation.
© 2007 Published by Elsevier B.V.

Keywords: Grammar acquisition; Perceptual primitives; Symbol manipulation; Statistical learning; Mod-
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1. Introduction

The idea that various aspects of cognition involve formal symbolic operations over
variables is arguably one of the most important yet controversial themes in cognitive
science. This is because the existence of symbolic mental operations implies the exis-
tence of innate representational constraints, since any Wnite set of examples is compati-
ble with an inWnite number of generalizations (e.g., Goodman, 1955; Hume, 1739/2003;
Wittgenstein, 1953). Without such constraints, a learner would have inWnitely more
chances of picking a wrong generalization than of picking the correct one. For example,
when learning from examples the rule “add 2”, what prevents a learner from learning
the rule “add 2 up to 1000; add 4 otherwise” – when both rules are compatible with the
observed examples? Intuitively, the former solution is more “natural”, and therefore
preferable. However, to paraphrase a point made by Morgan (1986), completely unbi-
ased learners cannot have any notion of “naturalness”: for them, one generalization is
as good as any other as long as it is compatible with the examples. Learners can thus be
guaranteed to end up with the “correct” solution only if they are equipped with a rea-
sonably rich set of constraints on the hypotheses they will consider.1

1 More recently, several authors have proposed that a learner may choose a solution by appealing to its
“simplicity” rather than to its “naturalness” (e.g., Chater, 1996, 1999; Chater & Vitányi, 2003; Pothos &
Chater, 2002). The problem of “simplicity”, however, is exactly the same as that of naturalness: It crucially
depends on the constraints of the computational system which has to select a solution. For example, spa-
tial rotations are easy for humans while divisions (e.g., 117/3 D 39) are hard, whereas the opposite is true
for a computer. It thus seems that also simplicity is underspeciWed – unless the constraints of the learner
are taken into account. This problem actually follows from the formal deWnition of “simplicity” used, for
example, by Chater and Vitányi (2003), namely Kolmogorov complexity (KC). KC is essentially the length
of the shortest program used to describe an object. Chater and Vitányi (2003) implicitly admit this prob-
lem by stating that “the choice of programming language does not matter [for computing KC], up to a
constant additive factor.” In fact, only the diVerence between the KCs in diVerent languages is bounded by
a constant; that is, if K1(x) and K2(x) are the KCs in two languages L1 and L2, then �K1(x) – K2(x)� < C,
where C is a constant. The reason is that, with general-purpose programming languages, it is possible to
simulate L1 in L2 and vice-versa, adding a constant overhead to the length of a program. This, however,
does not guarantee that the two objects have the same relative KCs in two languages. Clearly, if L1 has op-
erations for multiplication and addition but L2 only for addition, a program using multiplication will be
longer than a program using addition in L2 (because on has to write the multiplication operation Wrst), but
both programs will be equally long in L1. Simplicity can thus not be deWned a priori without deriving ex-
perimentally what actually counts as “simple” for the human computational apparatus.
Please cite this article in press as: Endress, A. D. et al., Perceptual constraints and the learn-
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In a more formal vein, learnability theory pursued similar questions. Gold (1967)
showed for instance that languages simpler than natural ones cannot be learned from
examples alone. Despite more recent results showing that some interesting classes of
language are learnable from examples (e.g., Angluin, 1980; Morgan, 1986; Osherson,
Stob, & Weinstein, 1984; Stabler, 1998; Wexler & Cullicover, 1980), the adjective
“learnable” is in fact misleading: the learnability of a class of grammars implies only
that there exists a learning procedure (that is, an idealization of the learners’ predis-
positions) that can learn all grammars of this class – but not that an arbitrary learn-
ing procedure would succeed. Clearly, a learner who maps all possible inputs to the
language that contains only the word “parrot” (which is a perfectly conceivable
learning function) would have a hard time learning natural languages. Hence, lan-
guage learning (and, in fact, any kind of learning) can only succeed if the learner is
endowed with appropriate constraints.

Here we ask what kinds of constraints govern the acquisition of simple grammars.
While many authors have suggested that learning may occur through monolithic
general-purpose mechanisms that may be either statistical (such as neural networks;
see e.g. Elman et al., 1996; McClelland, Rumelhart, & The PDP Research Group,
1986; Rumelhart, McClelland & The PDP Research Group, 1986; Seidenberg, 1997)
or symbolic (such as digital computers; see e.g. Anderson, 1993; Marcus, 2001;
Newell, 1980)2, other authors have viewed the mind as a collection of heuristics (e.g.,
Gigerenzer, Todd, & The ABC Group, 1999) or as a “bag of tricks” (e.g., Ramachan-
dran, 1990); in line with these views, non-human animals seem to be equipped with
specialized computational mechanisms to solve the problems they face in their envi-
ronment (e.g., Gallistel, 1990, 2000; Gould & Marler, 1987). In this paper, we investi-
gate the possibility that such specialized computational devices provide constraints
also for how human adults learn even simple grammars; rather than using statistical
or symbolic general-purpose mechanisms, they may use simpler specialized percep-
tual primitives to extract structure from the stimuli.

The debate about the existence of mental rules has been invigorated by experi-
mental demonstrations that infants and adults can deploy sophisticated statistical
computational capacities. For example, they can cut a continuous speech signal
down into (nonce) words when the only available cues to word boundaries are sta-
tistical properties of the syllable distribution (e.g., Aslin, SaVran, & Newport, 1998;
SaVran, Aslin, & Newport, 1996; SaVran, Newport, & Aslin, 1996). Sensitivity
to statistical cues is ubiquitous. It arises in domains as diVerent as speech-like
stimuli, tones (e.g., Creel, Newport, & Aslin, 2004; SaVran, Johnson, Aslin, &
Newport, 1999), timbres (Tillmann & McAdams, 2004) and visual conWgurations

2 It is useful to clarify what we mean by “symbolic.” According to Gallistel (2001), a “system of symbols
is isomorphic to another system (the represented system) so that conclusions drawn through the process-
ing of the symbols in the representing system constitute valid inferences about the represented system. [ƒ] A
symbolic system contains [ƒ] symbols, rules that govern the manipulation of those symbols, and measur-
ing processes [that] relate the numerical values of the symbols to the [quantities] to which they refer” (em-
phasis added). In other words, symbolic systems have also representations of relations among the
representations of the items in the environment, although the former are not directly observable.
Please cite this article in press as: Endress, A. D. et al., Perceptual constraints and the learn-
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(Fiser & Aslin, 2001, 2002; Turk-Browne, Jungé, & Scholl, 2005), and it is shared
with other mammals (Hauser, Newport, & Aslin, 2001; Toro & Trobalón, 2005).
Still, such operations are computationally constrained; for example, they can be
applied to consonants but not to vowels (Bonatti, Peña, Nespor, & Mehler, 2005,
but see Newport & Aslin, 2004).

Other studies claimed to have found symbolic-like behaviors in young infants.
Indeed, seven-month olds can learn the “grammars” ABB and AAB, where A and B
represent diVerent syllables that were duplicated either at the left or the right edge of
a triplet (Marcus, Vijayan, Rao, & Vishton, 1999; see also Gómez & Gerken, 1999,
for similar experiments). Participants were familiarized with items like “ga-na-na”,
and tested with items using novel syllables conforming either to AAB or to ABB; the
infants discriminated familiar from novel grammars with the new items, from which
Marcus et al. (1999) concluded that these repetition-based grammars were general-
ized using a symbolic mechanism.

Just like statistical computations such as those demonstrated by SaVran et al.
(1996) have been taken as conWrmations of proposals that cognition may rely on sta-
tistical general-purpose mechanisms (e.g., Bates & Elman, 1996), the acquisition of
repetition-based grammars like in Marcus et al.’s experiments might conWrm propos-
als attributing to the mind symbolic general-purpose computations like those in a
digital computer; the learning of repetition-based grammars may thus be due to a
mechanism that represents serial positions as variables and discovers relations
between these variables. Indeed, Marcus et al. (1999) proposed that “infants extract
abstract algebra-like rules that represent relationships between placeholders (vari-
ables), such as ‘the Wrst item X is the same as the third item Y’, or more generally,
that ‘item I is the same as item J’” (p. 79). Such proposals Wt well with the view that
the mind is essentially analogous to a digital computer (e.g., Anderson, 1993; Marcus,
2001; Newell, 1980). For example, observing that “registers are central to digital com-
puters”, Marcus (2001) proposed that “registers are central to human cognition as
well” (p. 55), and discussed how registers could be built into the nervous system (pp.
55–58).

Such results raise the possibility that infants may be endowed with inductive gen-
eral-purpose machinery. However, as outlined above, computational general-purpose
mechanisms cannot be guaranteed to choose the correct grammar among the inWnity
of grammars compatible with the input – which all infant learners clearly do (except
in pathological cases): they learn English when exposed to English and French Sign
Language when exposed to French Sign Language. In contrast to these general-pur-
pose mechanisms, non-human animals may be endowed with a great variety of spe-
cialized symbolic computations (e.g., Gallistel, 1990, 2000; Gould & Marler, 1987).
Honeybees, for example, learn the solar ephemeris (e.g., Dyer & Dickinson, 1994),
diVerent insects perform path integration (e.g., Collett & Collett, 2000), diVerent birds
compute dominance relations even using transitivity (that is, they deduce from A < B
and B < C that A < C; e.g. Paz-Y-Miño C, Bond, Kamil, & Balda, 2004) and have spe-
ciWc predispositions for song learning (e.g., Gardner, Naef, & Nottebohm, 2005; Mar-
ler, 1997), and many animals show time scale invariance in conditioning experiments
(Gallistel & Gibbon, 2000, 2002). Also the human mind may thus be endowed with
Please cite this article in press as: Endress, A. D. et al., Perceptual constraints and the learn-
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specialized computational abilities; specialized mechanisms do not face learnability
problems – since they presumably can acquire just the grammars they evolved to
acquire.

Here we ask whether general-purpose computations appropriately describe the
spontaneous acquisition of simple grammars in humans, or whether more specialized
operations are required. As a case study, we ask whether repetitions like in the exper-
iments of Marcus et al. (1999) are identiWed by symbolic general-purpose computa-
tions – or rather by simpler specialized low-level mechanisms. Indeed, diVerent
results suggest that repetition-based grammars may be generalized by a simpler
mechanism. First, cotton-top tamarins can learn such grammars (Hauser et al., 2001),
and even bees can learn identity and non-identity relations (Giurfa, Zhang, Jenett,
Menzel, & Srinivasan, 2001).

Second, there is evidence from the ArtiWcial Grammar Learning literature that
repetitions may have a special status. In such experiments, participants are generally
exposed to consonant strings that are generated from a Wnite-state grammar; after
such a familiarization, they can classify new strings as grammatical or ungrammati-
cal. In itself, such results do not speak to the question of how children learn natural
languages, because computing associations among the consonants is suYcient to
“learn” these Wnite-state grammars (e.g., Cleeremans & McClelland, 1991; Dienes,
Broadbent, & Berry, 1991; Kinder, 2000; Kinder & Assmann, 2000). However, if par-
ticipants could transfer their knowledge of such grammars to consonants that diVer
from those used during training, then one would be in a position to conclude that
participants have acquired more abstract knowledge than associations among conso-
nants. Indeed, participants can classify consonant strings with new consonants as
grammatical or ungrammatical (e.g., Altmann, Dienes, & Goode, 1995; Brooks &
Vokey, 1991; Gómez, Gerken, & Schvaneveldt, 2000; Knowlton & Squire, 1996;
Meulemans & van der Linden, 1997; Reber, 1969; Tunney & Altmann, 2001). How-
ever, subsequent research has shown that this transfer depends crucially on repetition
patterns that arise through the grammars; no transfer occurs when the grammars
avoid such repetition patterns (see e.g. Gómez et al., 2000; Tunney & Altmann, 2001;
see also Brooks & Vokey, 1991). It is thus plausible that the use of repetitions may
have facilitated generalizations also in Marcus et al.’s (1999) experiments.

In our experiments, participants had to learn grammars from piano tone triplets
with varying pitch (see Fig. 1). (We use the term “grammar” just to indicate that par-
ticipants had to learn structural relations, but, of course, the “grammars” we use are
very diVerent from those used by the language faculty.) In Experiment 1, participants
had to learn the repetition-based grammars ABA and ABB (Fig. 1a and b), and in
Experiments 2 and 3 the grammars Low-High-Middle (LHM) and Middle-High-
Low (MHL), henceforth called ordinal grammars (Fig. 1c and d). We recorded the
participants’ responses and their evoked potentials with a high-density system of 129
channels.

We used an AAAAX paradigm, which is particularly well suited to study dis-
crimination responses with ERPs. In this design, the Wrst stimuli of the trials create
a grammatical context to which participants must compare the last item to decide
whether it follows the same grammar or not. Violations of the regularities in audi-
Please cite this article in press as: Endress, A. D. et al., Perceptual constraints and the learn-
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tory stimuli by a deviant item are known to induce a particular electrical compo-
nent, called the Mismatch Negativity (MMN). While it was Wrst observed after
changes of simple acoustic features such as the duration or the pitch of items (e.g.,
Giard et al., 1995; Näätänen & Alho, 1995), this component was observed also
after changes based on more complex representations, such as conjunctions of fea-
tures (Takegata, Paavilainen, Näätänen, & Winkler, 1999), the lexical and gram-
matical status of words (Shtyrov & Pulvermüller, 2002a, 2002b), and violations of
arbitrary rules (Horváth, Czigler, Sussman, & Winkler, 2001). The MMN seems to
be elicited irrespectively of whether the participants’ attention is directed towards
the auditory stimuli (Näätänen & Alho, 1995), and its duration is generally corre-
lated with discrimination performance (Tiitinen, May, Reinikainen, & Näätänen,
1994). However, in a training task on subtle phonetic diVerences, Tremblay, Kraus,
and McGee (1998) reported a change in the MMN before a behavioral perfor-
mance improvement, suggesting that, in some situations, the MMN may be a more
sensitive measure of learning than overt performance. Here, we combined behav-
ioral measures with ERPs recordings to take advantage of their potentially greater
sensitivity to learning. As we anticipated that some grammars may be more diY-

cult to learn than others, we asked whether neurophysiological correlates of learn-
ing might be observed nevertheless, and, if so, how early they would arise in terms
of their latency.

Before presenting Experiments 1–3, it is worth stressing that our predictions may
clash with the intuition that repetition-based grammars appear to be easier to process

Fig. 1. Trials comprised of Wve triplets of piano tones. The Wrst four triplets conformed to a common
grammar, while the Wfth one followed either the same grammar (congruent trials) or a diVerent grammar
(deviant trials). Participants had to indicate with button presses whether the Wfth triplet followed the same
grammar as the preceding triplets, and received feedback after each trial. In Experiment 1, the Wrst four
triplets conformed either to the grammar ABA (a) or to ABB (b); in both types of trials, the Wfth triplet
could follow either grammar. In Experiment 2 and 3, the Wrst four triplets conformed either to the gram-
mar Low-High-Middle (c) or to Middle-High-Low (d); in both types of trials, the Wfth triplet could follow
either grammar.
Please cite this article in press as: Endress, A. D. et al., Perceptual constraints and the learn-
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than ordinal grammars. (After having presented the data, we will show that symbolic
and statistical general-purpose mechanisms should learn the ordinal grammars better
than, or at least as well as, the repetition-based grammars.) In fact, the aim of our
experiments was to show that repetition-based grammars are computed via a special-
ized mechanism rather than via general-purpose mechanisms, and thus that general-
purpose models do not account for our results. It is therefore possible that we have
the intuition that repetition-based grammars may be simpler because we may be
equipped with a specialized operation processing repetitions. The salience of repeti-
tions, however, does not fall out of the formal or statistical structure of the stimuli –
unless the intuition that repetitions are “special” is explicitly incorporated into a
model.

2. Experiment 1: Acquiring repetition-based grammars

In this experiment, we studied the learning of the repetition-based grammars
ABA and ABB. If repetitions are perceptually salient, such grammars should be
learned by relatively early representations and elicit a MMN; in fact, violations of
simple alternating rules based on the direction of pitch changes (up and down)
have been shown to elicit a MMN (Horváth et al., 2001; Korzyukov, Winkler,
Gumenyuk, & Alho, 2003; Paavilainen, Jaramillo, Näätänen, & Winkler, 1999). In
contrast, if such grammars are learned by a symbolic general-purpose mechanism
(e.g., Marcus, 2001; Marcus et al., 1999), one would expect later responses, as such
general processes presumably cannot be accommodated by sensory representa-
tions.

2.1. Materials and methods

2.1.1. Participants
Twelve Italian participants (9 females, 3 males, mean age 23.5, range 19–28)

were tested individually after giving written informed consent. They were all right-
handed according to self-report and the Edinburgh inventory; they reported nei-
ther hearing deWcits nor neurological or psychiatric diseases. Two participants had
to be excluded because of too many trials contaminated by movement or eye blink
artifacts.

2.1.2. Materials
Ten piano tones were computer-generated with duration of 400 ms. They were Wrst

generated as MIDI Wles using a custom program, and then converted to wave Wles
using TiMidity++ (http://timidity.sourceforge.net/); we used stereo Wles with a sam-
pling rate of 16,000 Hz, 32 bit sample width and signed linear encoding. The lowest
tone was Ab at 103.8 Hz and the other tones multiples of quarts above it in Lydian
mode. The Lydian scale is identical to the major scale, except that its fourth tone
is raised by a semi-tone. We selected this mode because it is rare, and may
thus well be perceived as atonal, especially in the way our stimuli were generated.
Please cite this article in press as: Endress, A. D. et al., Perceptual constraints and the learn-
ability of simple grammars, Cognition (2007), doi:10.1016/j.cognition.2006.12.014

http://timidity.sourceforge.net/
http://timidity.sourceforge.net/


8 A.D. Endress et al. / Cognition xxx (2007) xxx–xxx

ARTICLE IN PRESS
Dowling and Fujitani (1971) showed that atonal melodies sharing their contour3 are
diYcult to discriminate (see also Trehub, Schellenberg, & Kamenetsky, 1999, for sim-
ilar results with infants). This is not the result of perceptual problems, but rather of
how relations between tones in “usual” melodies tend to be encoded; it thus allows us
to assess how diVerent arbitrary relations among tones are learned. If similar diYcul-
ties apply also to extracting the grammars of triplets, participants may perform better
for the repetition-based grammars than for the ordinal grammars (as both ordinal
grammars have the same contour).

Tones were combined by three into triplets with no silence between tones.
(Repeated tones were still perceived as two tones rather than a single, long, tone,
because the amplitude of piano tones decays over time.) Triplets followed the gram-
mars ABA or ABB. Intervals could be both raising and falling. Because ERPs are
very sensitive to low-levels properties, the same test triplets were used in the congru-
ent and in the deviant condition. We thus reserved four triplets conforming to each
grammar as test triplets. Statistical cues to the grammars were controlled for by mak-
ing sure that the tones and intervals that occurred in the test triplets had occurred
equally often in triplets conforming to either grammar. For example, the tone G (that
was used in test triplets) occurred equally often in ABA and ABB triplets. Hence, nei-
ther pitch nor intervals were associated with one grammar or the other.

2.1.3. Procedure
The procedure is illustrated in Fig. 1a and b. Trials comprised of Wve triplets of

piano tones separated by a silence of 400 ms. The Wrst four triplets constituted the
context and conformed to a common grammar (e.g. ABA), while the Wfth one, the
test triplet, followed either the same grammar (in congruent trials) or a diVerent
grammar (in deviant trials). Participants had to indicate with button presses whether
the test triplet followed the same grammar as the preceding triplets or not. They
received feedback after each trial. Deviant and congruent trials were randomly pre-
sented; the context triplets could conform to both grammars and were randomly
intermixed throughout the experiment. A computer screen indicated the number of
the context triplets (1, 2, 3 or 4), showing a question mark for test triplets. Partici-
pants completed 312 trials; trial order was randomized between participants. Stimuli
were presented over loudspeakers. The experiment was run on a PC running the Win-
dows™ 98 operating system using the E-Prime software package (Psychology Soft-
ware Tools, Pittsburgh, PA).

2.1.4. Recording system and data analysis
EEG was recorded from 129 carbon electrodes (EGI recording system) referenced

to the vertex. Scalp voltages were ampliWed, low-pass Wltered at 100 Hz and digitized
at 250 Hz. The signal was then digitally Wltered between 0.5 and 20 Hz. Epochs start-
ing 200 ms before the onset of the last tone of each test triplet and ending 800 ms after

3 The contour of a melody is the sequence of the direction of the pitch changes. For example, in the mel-
ody “1 5 4 7 6 3 2 4” (where the numbers denote pitch levels), the contour would be “up down up down
down down up.”
Please cite this article in press as: Endress, A. D. et al., Perceptual constraints and the learn-
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it were extracted from the continuous signal. These epochs were automatically edited
to reject trials contaminated by eye or body movements (voltage exceeding thresh-
olds of 30 �V on electrodes surrounding the eyes, 30 �V (local deviations) and 80 �V
(global deviation) on the other electrodes). The artifact-free trials were averaged for
each subject in two conditions, congruent and deviant. Finally averages were baseline
corrected (200 ms) and transformed into reference-independent values using the aver-
age reference method. Two-dimensional reconstructions of scalp voltage at each time
step were computed using a spherical spline interpolation.

The synchronized activity of columns of neurons that are at the origin of the
scalp event-related responses can be characterized as electric dipoles. High-density
scalp recordings can usually distinguish the positive and negative poles of the cor-
responding electric Welds because of their dense spatial sampling, and because
using the average voltage as the reference sets the average voltage on the scalp to
zero. Therefore, in order to study event-related responses, clusters of electrodes at
the maxima of a topographical dipole conWguration are chosen (Michel et al.,
2004).

As the test stimuli were identical in congruent and deviant trials, any signiWcant
diVerence between the waveforms would indicate that, in deviant trials, a change
was detected with respect to the context stimuli. We thus inspected the time-course
of two-dimensional reconstructions of the t-test values in the comparison of devi-
ant and congruent trials in order to isolate the time-windows in which a signiWcant
dipolar response was present. This was the case for two time windows (100–200
and 408–588 ms). For the two time-windows separately, voltage was averaged
across two groups of nine contiguous electrodes chosen at the maxima of the nega-
tivity and the positivity of the dipole topography, and their symmetrical counter-
parts on the other hemisphere, and then entered in an analysis of variance
(ANOVA) with congruence (deviant and congruent), electrode group (anterior:
around FZ and posterior: around the occipital regions 01 and 02) and hemisphere
(left and right) as within-participant factors. Because of the voltage inversion
between the selected electrodes, a main eVect of condition is not interpretable.
Therefore, only interactions between Congruence, Electrodes and Hemisphere
were examined. As we never found a main eVect of Hemisphere nor an interaction
with this factor, we will report below only the interaction between Congruence and
Electrodes.

2.2. Results and discussion

As shown in Fig. 2, participants successfully learned the grammars ABA and ABB
(percentage of correct responses: MD 78.7%, SDD13.3%), t(11)D7.5, pD 0.00001.
(Statistical tests are two-tailed throughout this article with a chance level of 50%.) In
order to test whether participants learned both grammars, we analyzed trials with the
context grammar ABA and trials with the context grammar ABB separately; partici-
pants performed well above chance both for ABA (MD 76.2%, SDD 15.4%),
t(11)D 5.9, p < 0.0001, and for ABB (MD 81.1, SDD 12.0%), t(11)D 9.0,
pD 2.07£ 10¡6.
Please cite this article in press as: Endress, A. D. et al., Perceptual constraints and the learn-
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As shown in Fig. 3a and c, we found signiWcant brain responses to grammar
changes from 100 to 200 ms after the onset of the third tone of the test triplet,
F(1, 9)D 11.5, pD 0.008, and from 408 to 588 ms after the onset of the third tone of
the test triplet, F(1, 9)D 11.0, pD 0.009; both responses yielded an anterior negativ-
ity and a posterior positivity. The latency and the topography (negativity over the
frontal areas with a reverse of polarity along the temporal axis) of the Wrst eVect is
compatible with a mismatch negativity (e.g., Näätänen, Tervaniemi, Sussman,
Paavilainen, & Winkler, 2001). As such responses seem to be independent of atten-
tion and to reXect relatively automatic processes, the extraction of repetition-based
grammars may possibly be embedded in relatively early sensory representations.4

4 Some test items in Experiment 1 occurred with diVerent frequencies in diVerent conditions; we thus
replicated this experiment with a new counterbalancing. Again, participants performed signiWcantly above
chance (M D 83.9%, SD D 17.9%), t(16)D 7.8, p < 0.001, both when the context grammar was ABA
(M D 83.6%, SD D 18.0%), t(16) D7.7, p < 0.001, and when it was ABB (M D 84.2%, SD D 18.1%),
t(16) D 7.8, p < 0.001. We also observed an early electrophysiological response to grammar changes. This
response was signiWcant in the time window from 50 to 180 ms after the last tone of the test triplet,
F(1,10) D 15.7, p < 0.003. The response occurred earlier and lasted longer than in the original experiment,
probably because the participants’ reaction times were faster and more variable (mean reaction times 860
vs. 959 ms after the last tone of the test triplet; SDs: 322 vs. 184 ms, F(16,11)D 2.99, p D 0.036). Below, we
will report simulations of our experiments; also the simulation results for the replication are similar to
those for the original experiment.

Fig. 2. Participants learned the grammars ABA and ABB (Experiment 1, left) better than the grammars
LHM and MHL (“ordinal grammars”; Experiment 2, right). Dots represent the means of individual par-
ticipants, diamonds population averages and the dotted line the chance level of 50%.
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3. Experiment 2: Acquiring ordinal grammars

Experiment 1 suggests that participants readily detect changes in repetition-based
grammars, and that such changes elicit a response at an early processing stage. In
Experiment 2 below, we asked whether such results would hold also for other simple
grammars based on “ordinal” relations not entailing repetitions. If the repetition-
based grammars are processed by a symbolic general-purpose mechanism, the ordi-
nal grammars should be processed as readily as the repetition-based grammars; in

Fig. 3. (a,b) Mean voltage of the electrode groups used for statistical analysis in Experiments 1(a) and 2(b).
Upper and lower Wgures represent anterior and posterior electrode groups, respectively. Epochs start
200 ms before the onset of the third tone of test triplets and end 800 ms afterwards. Black bars represent
statistical signiWcance. (c,d) Cartography of t-values 120 ms after the onset of the third tone in Experiment
1 (c) and 2 (d).
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contrast, if participants are endowed with a specialized mechanism processing repeti-
tions, they should experience more diYculties for processing the ordinal grammars.

3.1. Materials and methods

Experiment 2 was identical to Experiment 1 except that participants had to learn
the ordinal grammars instead of the repetition-based grammars, and that it com-
prised of only 156 trials.

3.1.1. Participants
Twelve French participants (6 females, 6 males, mean age 22.8, range 20–33) were

tested individually after giving written informed consent. They were all right-handed
according to self-report and the Edinburgh inventory; they reported neither hearing
deWcits nor neurological or psychiatric diseases. One participant had to be excluded
because of too many trials contaminated by movement or eye blink artifacts.

3.1.2. Materials
Triplets were generated as in Experiment 1 but followed the grammars Low-High-

Middle or Middle-High-Low. That is, triplets were created using ten computer-gener-
ated piano tones of 400 ms, with the lowest tone at 103.8 Hz and the other tones mul-
tiples of quarts above it in Lydian mode. Three triplets conforming to each grammar
were reserved as test triplets. As in Experiment 1, statistical cues to the grammars
were controlled for by making sure that the tones and intervals that occurred in the
test triplets had occurred equally often in context triplets conforming to either of the
grammars.

3.1.3. Procedure
The procedure was identical to the one used in Experiment 1, except that the

experiment comprised of 156 trials, and that the experiment was run on a PC under
MS Dos with the EXPE software package (Pallier, Dupoux, & Jeannin, 1997).

3.1.4. Recording system
The recording system was the same as in Experiment 1.

3.1.5. Data analysis
The data analysis procedure was the same as in Experiment 1.

3.2. Results and discussion

As shown in Fig. 2, the mean percentage of correct responses was better than
chance (MD53.5%, SDD4.9%), t(11)D2.5, pD 0.032, but substantially worse than in
Experiment 1, F(1, 22)D38.1, pD0.000003. When compared to Experiment 1, partici-
pants performed worse for the ordinal grammars both relative to trials with context
grammar ABA, F(1, 22)D 23.7, p < 0.0001, and relative to trials with context grammar
ABB, F(1, 22)D 54.9, pD 2.04£ 10¡7. No reliable electrophysiological responses to
Please cite this article in press as: Endress, A. D. et al., Perceptual constraints and the learn-
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grammar changes were observed. These results seem to suggest that it is easier to
learn repetition-based grammars than ordinal grammars.

Before accepting this conclusion, however, it is necessary to rule out another
explanation of the diVerences between Experiments 1 and 2. First, Experiment 1 con-
sisted of 312 trials while Experiment 2 had only 156 trials; participants may thus have
learned the repetition-based grammars better because Experiment 1 included more
trials. However, when considering only the Wrst 156 of Experiment 1, participants still
performed better in Experiment 1 than in Experiment 2, F(1, 22)D44.8,
pD 9.93£ 10¡7. Fig. 4 shows the average performance for sliding windows of 20 trials
during the Wrst 156 trials in Experiments 1 and 2. Except for the very Wrst trials, the
performance was always better in Experiment 1 than in Experiment 2. Hence, the
diVerent number of trials in these experiments does not explain the advantage for
repetition-based grammars.

Another possible confound is that participants may experience psychophysical
or attentional diYculties when faced with the ordinal grammars. However, the
intervals we used were several orders of magnitude above the discrimination
thresholds (e.g., Sinnott & Aslin, 1985); it thus seems rather unlikely that partici-
pants would experience such diYculties. Moreover, one still would have to explain
why these diYculties should exist only for the ordinal grammars but not for the
repetition-based grammars, as the tones and the intervals used were exactly the
same. Still, in order to rule out this possibility, we included in Experiment 3 a con-

Fig. 4. Percentage of correct responses averaged over sliding windows of 20 trials. The t-value corresponds
to the t-test between the performance for repetition-based grammars and ordinal grammars at each time
point. The slash-dotted lines represent the chance level of 50% and the signiWcance threshold for the t-test;
the error bars represent the standard error. Except for the very Wrst trials, the performance is always better
for the repetition-based grammars than for the ordinal grammars.

20 40 60 80 100 120 140 160

10
0

Performance by Trials

0
20

40
60

80

Trial

%
 C

or
re

ct

0
2

4
6

8
10

t

ABA vs. ABB
LHM vs. MHL
t value
Please cite this article in press as: Endress, A. D. et al., Perceptual constraints and the learn-
ability of simple grammars, Cognition (2007), doi:10.1016/j.cognition.2006.12.014



14 A.D. Endress et al. / Cognition xxx (2007) xxx–xxx

ARTICLE IN PRESS
dition where participants had to discriminate triplets from each other without the
requirement to generalize their grammar; if the advantage for repetition-based
grammars were due to psychophysical or attentional problems (that would have to
occur only with the ordinal grammars but not with the repetition-based gram-
mars), participants should experience such diYculties also when discriminating
triplets.

Finally, the advantage for repetition-based grammars may possibly be due to
the similarity of the intervals in the triplets. In the grammar ABB, the last interval
is always the same; hence, two triplets conforming to the grammar ABB have very
similar second intervals (in fact, they are identical). In contrast, the ordinal gram-
mars (but also ABA) allow diVerent intervals in the second position. To rule out
this confound, we include in Experiment 3 a condition where the context and the
test triplets were transpositions of each other, that is, the intervals in the triplets
were kept constant throughout congruent trials. (In deviant trials, the test triplet
was obviously not a transposition of the context triplets.) If the similarity of the
intervals in the context and the test triplets were crucial to the good performance in
Experiment 1, we would expect participants to perform well also in this transposi-
tion condition.

4. Experiment 3: Acquiring ordinal grammars under simpliWed conditions

The joint results of Experiments 1 and 2 suggest that participants process repeti-
tion-based grammars more easily than ordinal grammars. Experiment 3 was
designed to address a number of alternative interpretations of the outcome of
Experiments 1 and 2, and to assess whether participants would perform better with
ordinal structures under more simpliWed conditions. First, we attempted to facili-
tate learning of the ordinal grammars by blocking the trials by the grammar of
their context triplets; that is, for half of the participants, the grammar of the con-
text triplets was LHM in the Wrst half of the experiment and MHL in the second
half. The order of the context grammars was counterbalanced across participants.
Second, we controlled for attentional and psychophysical problems by including
the Identity Condition. In this condition, the context triplets in a trial were physi-
cally identical; the test triplet was then either identical to the context triplets, or it
conformed to the other grammar. Participants thus had just to discriminate triplets,
and were not required to acquire their grammars. Third, we controlled for the pos-
sibility that the advantage for repetition-based grammars in Experiments 1 and 2
may have been due to the similarity between the intervals in the context triplets
and the test triplets. For this purpose, we included the Transposition Condition,
where the context triplets were transpositions of one another (i.e., the intervals
within the triplets remained constant), and the test triplet either was again a trans-
position of the context triplets, or conformed to the other grammar. Finally, the
Grammar Condition was analogous to Experiment 2: The context triplets shared
only the grammar whereas the test triplet either conformed to the same grammar
or not.
Please cite this article in press as: Endress, A. D. et al., Perceptual constraints and the learn-
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4.1. Materials and methods

4.1.1. Participants
Sixteen French-speaking participants (10 females, 6 males, mean age 23.6, range

21–27) were tested individually after giving written informed consent. They were all
right-handed according to self-report and the Edinburgh inventory. None of them
had a history of neurological, or psychiatric disease or a hearing deWcit. Four partici-
pants had to be excluded from electrophysiological analysis due to too many move-
ment or eye blink artifacts or technical problems.

4.1.2. Procedure
The procedure was similar to the one of Experiment 2; only diVerences will be

described here. In this Experiment, participants had to discriminate the melodic
grammars Low-High-Middle (LHM) and Middle-High-Low (MHL). The paradigm
was again an AAAAX paradigm. In contrast to Experiment 2, participants were
exposed to three intermingled experimental conditions: In the Identity Condition, the
four context triplets in a trial were physically identical; the test triplet was either also
identical to the context triplets, or conformed to the opposite grammar (e.g., MHL if
the context items conformed to LHM).

In the Transposition Condition, the context triplets were transpositions of one
another (i.e., the intervals between the tones in a triplet remained constant); the test
triplet was either another transposition of the context triplets, or it conformed to the
opposite grammar. The context triplets were generated by transposing the triplets
reserved as test triplets (see below) by 7 to 11 semi-tones upward or downward.

In the Grammar Condition, the context triplets shared only the grammar and var-
ied in their tones and intervals; the test triplet either conformed to the same grammar
as the context triplets or to the opposite one. This condition was analogous to Exper-
iment 2.

The trials were blocked by context grammar. That is, the context triplets in the
Wrst half of the experiment conformed to a common grammar, and to another gram-
mar in the second half of the experiment; the order of the context grammars was
counterbalanced across participants. This was intended to facilitate the learning of
the grammars. Five triplets were reserved as test triplets. The experiment comprised
of 120 trials per condition. All conditions were intermingled in the two blocks. Stim-
uli were presented over loudspeakers. The experiment was run on a PC under MS
Dos with the EXPE software package (Pallier et al., 1997).

4.1.3. Recording system
The recording system was the same as in Experiment 1 and 2, except that the data

were digitized at 125 Hz.

4.1.4. Data analysis
The procedure for data analysis was the same as in Experiment 2 except that trials

were segmented into epochs starting 200 ms before the onset of the Wrst tone of each
test triplet and ending 1800 ms after it. While participants in Experiments 1 or 2
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could notice a grammar change only after the third tone of the test triplet (because it
was only then that they could know whether the grammar was ABA and ABB), they
could notice it already after the Wrst tone of the test triplet in the Identity condition of
Experiment 3, as this tone was already deviant.

4.2. Results

As shown in Fig. 5, the condition (Identity, Transposition or Grammar) yielded a
signiWcant main eVect of the proportion of correct responses, F(2,30)D241.7,
p <2.2£10¡16 (repeated-measure ANOVA). Participants performed better in the Iden-
tity Condition (MD95.2%, SDD5.1%) than in the Transposition Condition
(MD59.7%, SDD7.7%), t(15)D17.5, pD2.2£10¡11 (paired t-test), or the Grammar
Condition (MD54.5%, SDD5.9%), t(15)D19.8, pD3.5£10¡12 (paired t-test); there
was no diVerence between the latter two conditions, t(l5)D2.8, pD0.053, ns. In all cases,
participants performed better than chance (Identity Condition: t(15)D35.2,
pD7.7£10¡16; Transposition Condition: t(15)D5.1, p < 0.002; Grammar Condition:
t(15)D3.1, p < 0.009). Crucially, participants performed better in Experiment 1 than in
the Grammar Condition of Experiment 3, F(1,26)D42.6, pD6.5£10¡7, and there was
no diVerence between the Grammar Condition of this experiment and Experiment 2,
F(1,26)D0.08, pD0.784, ns. Finally, participants performed better in Experiment 1
than in the Transposition Condition of Experiment 3, F(1,26)D22.7, p < 6.3£10¡5.

Fig. 5. Behavioral results in Experiment 3. Dots represent the means of individual participants, diamonds
population averages and the dotted line the chance level of 50%. In the Identity Condition, where partici-
pants just had to discriminate triplets, the participants’ performance was almost perfect. In contrast, par-
ticipants performed much worse in the Transposition Condition (where context and test triplets were
transpositions of each other) or in the Grammar Condition; there was no diVerence between the latter two
conditions.
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In the ERPs, the Wrst tone of the test triplet was, as expected, suYcient to detect a
mismatch in the Identity Condition, and a Wrst brain response to a triplet change was
observed starting at 200 ms after the onset of the Wrst tone of the test triplet,
F(1, 11)D 8.3, pD 0.015. Other responses with a similar topography occurred 144 ms
after the onset of the second tone, F(1, 11)D7.5, pD0.019, and 88 ms after the onset
of the third tone, F(1, 11)D8.0, pD 0.016. A MMN was thus present after each tone,
with decreasing latencies as the deviance increased. A late diVerence was also
recorded 464 ms after the onset of the third tone, F(1, 11)D 8.0, p < 0.001. In the
Transposition Condition, the grammar change cannot be detected before the second
tone, because this tone is necessary to compute the interval between the Wrst two
tones, which signals a change in this condition. Brain responses to changes were
observed 328 ms after the onset of the second tone, F(1, 11)D9.0, pD0.012, 320 ms
after the onset of the third tone, F(1, 11)D 16.1, pD0.002, and 568 ms after the onset
of the third tone, F(1, 11)D13.2, pD 0.004. In the Grammar Condition, we observed
no reliable response to a grammar change.

4.3. Discussion

Like in Experiment 2, the Grammar condition required participants to learn the
ordinal grammars. Again, they performed only slightly above chance and displayed
no reliable brain responses to a grammar change. These observations are diYcult to
explain by psychophysical or attentional problems because participants were virtu-
ally perfect in the Identity Condition, and, in any case, the intervals we used were sev-
eral orders of magnitude above the discrimination thresholds (e.g., Sinnott & Aslin,
1985). Likewise, the Transposition Condition showed that the advantage for repeti-
tion-based grammars did not arise from a higher similarity among intervals in the
grammar ABB than in the ordinal grammars; in fact, in each trial, the intervals in the
context triplets and in the test triplet (at least in congruent trials) were identical (and
thus as similar as they could possibly be); hence, if participants learned the grammars
by computing the similarity among intervals in context and test triplets, they should
have performed even better than in Experiment 1, but, in fact, the performance in
Experiment 1 was better than in the Transposition Condition.

The Transposition Condition controls also for a related possibility. In the gram-
mars ABA and ABB, the last tone is predictable from the Wrst two ones, while the
Wrst tones predict only a range of tones in the ordinal grammars. In the Transposition
Condition, however, the third tone is predictable from the Wrst two; hence, if the
advantage for repetition-based grammars were due to the predictability of the last
tone in the repetition-based grammars, participants should perform as well in the
Transposition Condition as in Experiment 1, which is not what we found.

ERP results paralleled the behavioral results, showing clear MMNs in the Identity
condition, while we did not observe any diVerence between deviant and congruent
trials in the Grammar Condition. In the Transposition Condition, in contrast,
although the behavioral performance was similar to the Grammar Condition, the
ERP results suggest that participants detected some regularity (although they could
not use it for improving their overt responses). Dissociations between an early sen-
Please cite this article in press as: Endress, A. D. et al., Perceptual constraints and the learn-
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sory detection and a lack of overt performance have already been described, for
example for the attentional blink, where conscious processing of a second stimulus is
blocked by the processing of a Wrst stimulus (e.g., Luck, Vogel, & Shapiro, 1996; Ser-
gent, Baillet, & Dehaene, 2005). Whatever may explain this discrepancy between the
behavioral and the ERP results in the Transposition Condition, repetition-based
grammars seem to be suYciently robust to withstand such problems, suggesting
again that they may be processed by a specialized operation.

5. Rationale of computing the predictions of general-purpose mechanisms

The results of Experiments 1–3 suggest that repetition-based grammars are learned
more readily than ordinal grammars. We will now compute the predictions of symbolic
and statistical general-purpose mechanisms for these experiments. Our operational deW-
nition of “general-purpose mechanism” is that such a mechanism should behave in some
sense “optimally.” For symbolic general-purpose mechanisms, this means that they
should Wnd the simplest (symbolic) relations among tones that can be used to distinguish
the grammars in an experiment. The simplicity of a solution can be measured by the
number of required operations. Statistical general-purpose mechanisms, in contrast,
should exploit the statistical dependencies that are present in the stimuli; the “stronger”
these dependencies are, the better the performance. It is worth stressing that our models
are not intended to be psychologically valid; we just use them to ask what kinds of com-
putational principles may be required to explain our data. In fact, the predictions of
these models may clash with the intuition that repetition-based structures may be partic-
ularly simple. This, however, does not vitiate their predictions; rather, it highlights that
such models cannot explain why one would have this intuition in the Wrst place, suggest-
ing again that repetitions may be processed by a specialized mechanism.

6. Predictions of symbolic general-purpose mechanisms

A rule-extraction mechanism representing sequential positions as variables and
establishing diagnostic relations between them (Marcus et al., 1999) should represent
the three tones in a triplet as a sequence of three variables XYZ, and Wnd relations
between these variables that characterize the grammars. Such a mechanism should dis-
cover that ABA can be deWned by the relation XDZ, and that the relation X< Z is
suYcient to distinguish LHM and MHL. Hence, it should discover that it is suYcient to
compute one relation to discriminate the grammars in either experiment.5 A symbolic

5 This conclusion is obviously valid only if humans actually can process lower-than/higher-than rela-
tions. This, however, seems to be the case; indeed, violations of a sequence of intervals sharing their direc-
tion (up or down) seem to elicit a Mismatch Negativity (e.g., Horváth et al., 2001; Korzyukov et al., 2003;
Paavilainen et al., 1999), which is thought to reXect pre-attentive processing. Hence, lower-than/higher-
than relations can be extracted pair-wise, and all relevant comparison operations should thus be available.
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general-purpose mechanism endowed with these operations should therefore learn the
grammars independently of whether they entail repetitions or not.

Still, it may be easier to process identity relations than other intervals, for example
because the third tone in triplets with the grammar ABB is predicted with certainty from
the Wrst two tones, while the grammar Low-High-Middle allows a range of tones in the
last position. This possibility is certainly intuitive, but it is misleading. In fact, it may just
as well be harder to process identical tones, for example because detecting the identity of
two tones always requires checking more precisely whether the tones may diVer by a
small amount, although they were perceived as roughly the same. None of these intu-
itions, however, follows from the formal structure of the relations. For a general-purpose
mechanism such as a computer, both types of grammars just entail applying one opera-
tion to two of the tones, and to ignore a third one: For discriminating the repetition-
based grammars, it is suYcient to compute an “equal-to” relation (“Is XDZ?”), while it
is suYcient to compute a “less-than” relation (“Is X<Z?”) to discriminate the ordinal
grammars. Hence, both types of grammars should be equally easy to learn. In fact, in a
computer, the “less-than”, “greater-than” and “equal-to” operations are usually imple-
mented in exactly the same way, namely by checking the sign of the diVerence “X–Z,”
which is less than, equal to or greater than 0 if X is less than, equal to or greater than Z,
respectively. (On some systems, the equality relation is actually more complex than the
other two relations, because “equal-to (x,y)” is implemented as the negation of “less-
than (x,y) OR greater-than (x,y)”.) Hence, a symbolic general-purpose mechanism
should learn the ordinal grammars as well as the repetition-based grammars.

7. Predictions of statistical general-purpose mechanisms

We will now show that statistical general-purpose mechanisms should either learn
the ordinal grammars more readily than the repetition-based grammars, or perform
equally well for all grammars. While the exact predictions vary somewhat depending
on the models, it seems fair to conclude that there is no a priori reason why such
mechanisms should process the repetition-based grammars better than the ordinal
grammars.

Statistical general-purpose mechanisms do not have other representational con-
straints than the ability to encode the pitch in some way, and to compute associa-
tions among pitch levels and the responses; they learn by detecting statistical
relations among their inputs, that is, departures from statistical independence. We
will Wrst calculate the predictions of such models using mutual information, a very
general measure of statistical dependence (e.g., Schneidman, Bialek, & Berry, 2003).
Then, we will consider models that have been proposed to account for Marcus
et al.’s (1999) results Fig. 6.

7.1. Mutual information between pitch levels and grammars

We obtained a rather model-independent prediction for statistical mecha-
nisms by computing the mutual information (MI) between the grammars and
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arbitrary combinations of pitch levels in the three tones of a triplet. MI indicates
how well the pitch levels predict the grammar of the corresponding triplet.6 (In
our case, the MI is already normalized by its maximal value (the entropy of the
grammars), because this entropy is 1.) Since participants might have monitored
not only the presence of pitch levels but also their absence, we evaluated combi-
nations of pitch levels in addition to the individual pitch levels. For example,
participants might have monitored whether the lowest pitch level occurred as the
Wrst tone, whether the highest pitch occurred as the second tone, or whether any
of all ten pitch levels could occur as the second tone. We computed the MI

6 Consider a system with two variables X and Y, representing the states (on or oV) of a lamp and the cor-
responding switch. There are four (logically) possible states of the system (switch on/oV£ lamp on/oV),
and hence two yes/no questions to be asked to determine its state. But when considering the variables to-
gether, there are only two possible states because the state of the switch predicts the state of the lamp.
Hence, one has to ask only one yes/no question in order to determine the state of the system. The saving of
one yes/no by considering the variables together is their MI.

Fig. 6. Electrophysiological results of Experiment 3. The upper curves show the mean voltage for an ante-
rior electrode group and the lower curves for a posterior electrode group. The electrode groups were the
optimal groups for the response to a triplet change in the Identity Condition 888 ms after the onset of the
Wrst tone of the test triplet, but were found to illustrate also the observed responses in the other conditions.
Voltages are given in �V. The topographies show the distributions of t-values on the scalp for the maxima
of the responses in the diVerent conditions, (a) Identity Condition, (b) Transposition Condition, (c) Gram-
mar Condition.
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between all possible combinations of pitch levels and the grammars. For exam-
ple, we computed the MI between the Wrst pitch level of the Wrst tone (which
could be present or absent in a given triplet) and the grammar the triplet obeyed
to. We computed the MI explicitly for combinations with 1 and 2 pitch levels,
and ran Monte-Carlo simulations for all other group sizes. As shown in Fig. 7,
for all group sizes, the MI was higher for the ordinal grammars than for the rep-
etition-based grammars (t(29) D 3.16, p < 0.004 and t(434) D 13.1, p < 2.2 £ 10¡16,
paired t-tests, for group sizes 1 and 2, respectively, and smaller p-values for the
other group-sizes). Similar results were obtained for the MI between the three
positions in triplets (1st, 2nd, 3rd) and the grammars when the pitch levels were
considered as the possible states of the three positional variables (e.g. the possi-
ble values of the variable “Wrst position” were all pitch levels): the MI between all
positions and the repetition-based grammars was 0, while the MI between the
Wrst and the third position and the ordinal grammars was 0.334 and the between
the second position and the ordinal grammars 0. Hence, the pitch levels are more
predictive of the ordinal grammars than of the repetition-based grammars, and
statistical general-purpose mechanisms (for which statistical relations between

Fig. 7. The mutual information between grammars and combinations of pitch levels is higher for the
grammars Low-High-Middle (LHM) and Middle-High-Low (MHL; red slash-dotted line) than for the
grammars ABA and ABB (blue continuous line) for all group sizes. Hence, the tones are more predictive
of the ordinal grammars than of the repetition-based grammars; statistical mechanisms should thus pro-
cess the ordinal grammars better than the repetition-based grammars. (For interpretation of the references
to color in this Wgure legend, the reader is referred to the web version of this paper)

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

M
ut

ua
l i

nf
or

m
at

io
n

0 5 10 15 20 25 30

Pitch levels/group

LHM vs. MHL
ABA vs. ABB
Please cite this article in press as: Endress, A. D. et al., Perceptual constraints and the learn-
ability of simple grammars, Cognition (2007), doi:10.1016/j.cognition.2006.12.014



22 A.D. Endress et al. / Cognition xxx (2007) xxx–xxx

ARTICLE IN PRESS
pitch levels are the only source of information) should perform better for the
ordinal grammars than for the repetition-based grammars.7,8

7.2. Other models

Immediately after the publication of Marcus et al.’s (1999) experiments, a wealth
of statistical models has been devised to account for their data without postulating
symbolic operations (e.g., Altmann & Dienes, 1999; Christiansen & Curtin, 1999;
Christiansen, Conway, & Curtin, 2000; Gasser & Colunga, 2000; McClelland &
Plaut, 1999; Negishi, 1999; Seidenberg & Elman, 1999a, 1999b); it is therefore impor-
tant to ask whether these models may explain also our data. However, each of these
models has been criticized on various grounds (see Marcus, 1999a, 1999b, 1999c,
1999d, 1999e, for individual replies; see Shultz & Bale, 2001, for a similar list of criti-
cisms). We will not review the models and their problems here (see Shultz & Bale,
2001, for a review), but these criticisms suggest that the models do not provide an
alternative explanation for Marcus et al.’s (1999) data. Instead, we will focus on two
more recent models that have not yet been evaluated (Altmann, 2002; Shultz & Bale,
2001). In short, we will show that, by their own criteria, Shultz and Bale’s (2001)
model implements a way to learn relations among variables. We then show that Alt-
mann’s (2002) model cannot reproduce the participants’ behavior.

Shultz and Bale (2001) trained their model to reproduce the activation of the input
units on the output units using a version of the cascade correlation algorithm (Fahl-
man & Lebiere, 1990). They encoded sentences as vectors of six continuous-valued
elements, corresponding to the sonority of the six phonemes of a sentence. They thus
assume that the position of each phoneme in a sentence is encoded by a dedicated
neuron, whose activations have quasi-continuous values. However, they have criti-
cized that such a coding scheme actually encodes phoneme positions as variables in
the case of Negishi’s (1999) model (see also Marcus, 1999b, for the same criticism); by
their own account, their model thus does not provide an alternative to processing
relations among variables either. We will thus not explore this model further.

7 We hypothesized that the advantage for ordinal grammars may be due to the existence of a lowest tone.
For example, if the Wrst tone of a triplet is the lowest possible tone, it can occur in both ABA and ABB, but
only in LHM and not in MHL (because, in the grammar MHL, the last tone needs to be lower than the Wrst
one, which is not possible if the Wrst tone is already the lowest tone). In order to investigate this possibility, we
arranged the tones on a ring (which eliminates “boundaries” of the pitch range), that is, the highest tone of
the scale was considered as lower than the lowest tones. In order to keep the topological relations “higher
than” and “lower than”, we used a range of 20 possible tones (as opposed to 10 possible tones in the previous
simulations) and a maximal interval between tones in a triplet of 10 tones. After this manipulation, all pitch
levels in all positions appear an equal number of times in either of the repetition-based or the ordinal gram-
mars; hence, the mutual information between pitch levels and grammars is 0, independently of whether the
pitch levels are considered individually or as values of the three positional variables.

8 It is interesting to note that these results imply that the performance of an Ideal Observer as deWned in
Signal Detection Theory (that is, an observer that chooses the most probable response, given the stimuli)
should be better for the ordinal grammars than for the repetitions based grammars; in fact, as our experi-
ments contain two possible choices, higher mutual information between the tones and the grammars im-
plies a higher performance of an Ideal Observer (see Thomson & Kristan, 2005, equations 4.19 and 4.20).
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Altmann (2002) hypothesized that the generalizations in Marcus et al.’s (1999)
Experiment 1 were due to what the infants had learned before participating in the
experiments. He thus pre-trained his model on a corpus of simpliWed sentences before
simulating Marcus et al.’s (1999) Experiment 1, using a modiWed Simple Recurrent
Network (Elman, 1990). The network’s task was to predict the next word in its input.
The model was pre-trained on a subset of a corpus of simpliWed sentences such as
“boy chase cat” (Elman, 1990), and then on the familiarization sentences from Mar-
cus et al.’s (1999) Experiment 1. In half of the simulations, the network was trained
on sentences conforming to the grammar ABA; in the other simulations, it was
trained on the grammar ABB. Finally, Altmann (2002) tested the model on the test
items from Marcus et al.’s (1999) Experiment 1; during test, the network was trained
on each test item for 20 iterations, and then the prediction for the last word of the test
item was recorded. Altmann (2002) reported that the predictions for consistent test
items were better than the predictions for inconsistent test items; hence, the network
appeared to learn the grammars ABA and ABB.

While the model may well learn the distinction between the grammars ABA and
ABB, it has diYculties accounting for the distinction between AAB and ABB (that
was used in Marcus et al.’s (1999) crucial Experiments 2 and 3). In Appendix A, we
train the model on AAB and ABB in the same way as Altmann (2002), and then test
it on AAB, ABB, but also on AAA. In contrast to human participants (see Appendix
A for the experiment), the network, after being trained on either AAB or ABB, shows
a strong preference for AAA compared to the grammar it has been trained on; hence,
while Altmann’s (2002) model clearly learns something, it seems to learn something
diVerent from what real participants learn, and thus can account neither for Marcus
et al.’s (1999) data nor for our own.

Can a model such as Altmann’s (2002) account for the advantage for repetition-
based grammars with respect to ordinal grammars? A Wrst problem is that sequence-
learning models such as Altmann’s (2002) cannot learn two grammars in the same
experiment, and thus seem unable to simulate our experiments. Indeed, since gram-
mars (e.g., ABA and ABB during Experiment 1) were presented equally often
throughout the experiment, there is no way to predict the third tone of a triplet from
the Wrst two tones: it can be the same as the Wrst one if the grammar is ABA or the
same as the second one if the grammar is ABB, and one can only know the grammar
after having encountered the third tone. (A similar argument applies to the ordinal
grammars.) Still, one could simulate the experiments trial-wise. Recall that, in each
trial of our experiments, participants Wrst listened to four context triplets, and then
had to judge whether a Wfth triplet had the same grammar as the previous four trip-
lets or not. Similarly, the model could be trained in each trial on the context triplets,
and be tested on the test triplets. In this way, the task of the network would also mir-
ror more closely the task our participants faced.

We ran the simulations with a version of Altmann’s (2002) model where the num-
ber of input and output units was adapted to the number of pitch levels in our exper-
iments (see Appendix B for details). We sampled the model’s parameter space using
990 parameter sets; with each parameter set, we ran a simulated experiment with 14
participants. We ran the network in one condition/experiment where it had to learn
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the repetition-based grammars (like in Experiment 1), and in another condition/
experiment where it had to learn the ordinal grammars (like in Experiment 2). Then
we compared the performance in these two conditions/experiments. (For ease of
exposition, we will consider the simulations of Experiments 1 and 2 as two conditions
of the same experiment; in reality, however, the simulations were run independently.)
As for our experiments, we also compared separately the performance for trials with
the context grammars ABA and ABB to the performance on the ordinal grammars,
respectively. The results are shown in Fig. 8. This Wgure shows the percentage of sim-
ulated experiments showing an advantage for the ordinal grammars compared to tri-
als with the context grammar ABA (left two columns) and compared to trials with
the context grammar ABB (right two columns). The Wrst and the third column from
the left show the percentages with respect to all experiments independently of

Fig. 8. Results of the trial-wise simulations with a version of a Simple Recurrent Network. The bars show
the percentage of simulated experiments performing better for the repetition-based grammars (white
shading), the ordinal grammars (black shading), or without such a preference (gray shading). The Wrst and
the third bar from the left show these results for all simulated experiments, while the se cond and the
fourth bar from the left count only those simulated experiments where the diVerence between the ordinal
and the repetition-based grammars reached signiWcance. The two bars on the left compare trials with the
context grammar ABA to the performance on the ordinal grammars; the two bars on the right compare
trials with the context grammar ABB to the performance on the ordinal grammars. The network per-
formed better for the ordinal grammars than for the grammar ABA, both when all simulations were con-
sidered irrespectively of whether this diVerence was signiWcant, and when only signiWcant diVerences
between the grammar types were considered. In contrast, when comparing the grammar ABB to the ordi-
nal grammars, the network performed better for the grammar ABB, at least when only signiWcant diVer-
ences between the grammar types were considered.
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whether the advantage reached signiWcance or not; the second and the fourth col-
umns show the percentages of experiments where the advantage reached signiWcance.

When comparing trials with the context grammar ABA to trials with the ordinal
grammars, 145 experiments showed a signiWcant advantage for the ordinal gram-
mars, and 124 for the repetition-based grammars. Considering all simulations (irre-
spectively of signiWcance), the network performed better for the ordinal grammars in
735 out of 990 experiments (74.2%). The pattern was diVerent when comparing trials
with the context grammar ABB to trials with the ordinal grammars. In this case, 220
experiments showed a signiWcant advantage for the repetition-based grammars and
105 for the ordinal grammars; when taking into account all experiments (irrespec-
tively of signiWcance), however, 635 out of 990 experiments (64.1%) showed an
advantage for the ordinal grammars.

Considering only signiWcant diVerences, the model thus predicts that repetition-
based grammars and ordinal grammars should be processed roughly equally well,
and it predicts an asymmetry between the grammars ABA and ABB that is not found
in our data: The ordinal grammars should be easier to process than ABA, but ABB
should be easier to process than the ordinal grammars. In our experiments, in con-
trast, both repetition-based grammars were processed better than the ordinal gram-
mars. When taking into account all experiments, the model predicts that the ordinal
grammars should be processed better. Hence, also this model cannot account for our
data.

Obviously, we cannot conclude that no statistical model could account for our
data. However, the fact that no viable statistical model generalizing repetition-based
grammars has been developed since Marcus et al.’s (1999) publication suggests that it
will prove a formidable challenge to develop a statistical model that (i) generalizes
repetition-based grammars and (ii) acquires repetition-based grammars better than
ordinal grammars. Moreover, such a model would have to account for the results
reported by Endress, Scholl, and Mehler (2005), who observed a dissociation between
the ability to process particular items and the ability to generalize their grammars
(see General Discussion for more details); such a dissociation seems to be problem-
atic for generalizations by statistical models. We leave it therefore as a challenge to
the modeler community to develop a simple but psychologically realistic statistical
model without innate constraints that accounts for all aspects of our data; until such
a model has been developed, we feel entitled to conclude that repetition-based gram-
mars may be generalized by a specialized but symbolic operation.

8. General discussion

While cognition is often characterized in terms of computational symbolic or sta-
tistical general-purpose machinery (e.g., Anderson, 1993; Elman et al., 1996; Marcus,
2001; Marcus et al., 1999; McClelland et al., 1986; Newell, 1980; Rumelhart et al.,
1986; Seidenberg, 1997), other authors proposed that it may rely on many specialized
operations (e.g., Gallistel, 1990, 2000). This question is particularly important,
because it constrains the forms that theories of learning can take. In this paper, we
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asked whether the acquisition of some simple grammars can be described more read-
ily by general-purpose mechanisms, or whether they are better accounted for by more
specialized operations. Using repetition-based grammars as a case study, participants
had to learn either repetition-based grammars, or ordinal grammars not entailing
repetitions. They readily learned the repetition-based grammars but performed
poorly with the ordinal grammars. Control conditions showed that the diYculties
with ordinal grammars cannot be entirely attributed to global attentional or psycho-
physical problems (in fact, the intervals we used were several orders of magnitude
above the discrimination threshold, see e.g. Sinnott & Aslin, 1985), nor to similarity-
based computations. We then analyzed the predictions of symbolic and statistical
general-purpose mechanisms, showing that they cannot explain the advantage for
repetition-based grammars either. We conclude that human adults may be endowed
with a specialized symbolic mechanism that detects repetitions independently of their
constituent tones; we speculate that this repetition-detecting mechanism is one of
several types of elementary operators that we call perceptual primitives.

8.1. A symbolic repetition-detector?

Our explorations of possible statistical models of the generalizations suggest that
such mechanisms cannot account for the advantage for repetition-based grammars
compared to ordinal grammars. The conclusion that repetition-based grammars are
generalized by a specialized operations is also supported by other experiments.
Indeed, Endress et al. (2005) showed that participants learn repetition-based gram-
mars much better when the repetitions are located in salient positions than when they
are located in less salient positions; they readily learn the grammar ABCDEFF
(instantiated by syllable sequences like /zØfesapitukoko/) but perform poorly with
the grammar ABCDDEF (carried by syllable sequences like /zØfesapipituko/). Since
control conditions showed that participants can process sequence-medial syllables
perfectly well when they are not required to generalize grammars, it seems reasonable
to conclude that the diYculties for learning grammars with sequence-medial repeti-
tions were speciWc to the processes generalizing grammars from a small sample of
exemplars.

A statistical mechanism, however, cannot exhibit this dissociation between the
ability to process particular items and the ability to learn their structure. For such a
mechanism, learning a grammar just amounts to processing the items instantiating it
– precisely because the mechanism has no distinct representation of the grammar.
Hence, it should learn the grammar when it can process the corresponding items and
vice versa. In contrast, if the grammars are represented independently of the items
that instantiate them, constraints can apply also to the grammars themselves, inde-
pendently of the perceptual constraints that apply to the items that instantiate the
grammars; this is simply because the representations of the grammars can be con-
strained independently only if they exist in the Wrst place. Such a view would thus
explain the results mentioned above. It is therefore unlikely that a statistical mecha-
nism could explain why the participants in the aforementioned experiments could
process particular items but not their underlying structure.
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Of course, the fact that no current model can account for our result does not imply
that one could not construct a statistical model without “innate” constraints that
does, and we leave it as a challenge to the modeler community to devise a simple and
psychologically plausible statistical model without innate constraints that explains
our data; until such a model is developed, however, we feel entitled to conclude that
repetitions are generalized by specialized but symbolic perceptual primitive.9

8.2. A specialized repetition-detector?

The above considerations suggest that repetition-based grammars may be learned
by a specialized symbolic operation. This conclusion, however, may be challenged by
the possibility that participants may not perceive all intervals equally well. As men-
tioned above, this (quite plausible) possibility is actually compatible with our conclu-
sion, but it cannot explain our data. In fact, it does not follow in any way from the
formal structure of the grammars. In a computer, “equal-to” relations (that deWne
the repetition-based grammars) are implemented in exactly the same way as “less-
than” or “greater-than” relations (that deWne the ordinal grammars); for example,
the conditional expressions “xDy” and “x < y” are usually tested by checking the
sign of the diVerence “x¡y.” Likewise, statistical general-purpose mechanisms can-
not even have a notion of intervals, because intervals are by deWnition relations
between tones; for example, a Wfth can occur between many diVerent tones, but the
interval is the same irrespectively of its constituent tones.

Moreover, the possibility that participants may not process all intervals equally well
is unlikely to explain our data. Let us assume Wrst that the interval between the Wrst and
the last tone is not computed. If participants have problems determining intervals
exactly, they should learn neither the ordinal grammars nor the repetition-based gram-
mar ABA. However, informal debrieWng suggested that participants in Experiment 1
were well aware of both repetition-based grammars, and participants were well above
chance in trials where the context triplets conformed to the grammar ABA; hence,
problems for processing intervals between adjacent tones cannot explain the advantage
for repetition-based grammars. Let us assume now that also the interval between the
Wrst and the third tone is computed. If so, participants should be able to process this
interval in the ordinal grammars, as they just have to decide whether it is rising or fall-
ing. If the triplets were presented without the second tone, participants would be able to
generalize the structure of the remaining tones, but the presence of the irrelevant middle
tone appears to prevent participants from drawing these generalizations. In contrast,

9 Our conclusion is also compatible with previous proposals in the context of ArtiWcial Grammar Learn-
ing. Some authors proposed that transfer of a Wnite state grammar between two consonant sets might be
mediated by “Abstract Analogy” (e.g., Brooks & Vokey, 1991; Vokey & Brooks, 1994). Importantly, how-
ever, these authors used their concept of abstract analogy to criticize the proposal that participants acquire
a global knowledge of the entire grammar (rather than the more restricted knowledge aVorded by abstract
analogy; see e.g. Reber, 1969, 1989). There is thus no contradiction between our results and theirs; rather,
both make a similar point, and, indeed, the perceptual primitive generalizing repetitions may be one of the
psychological mechanisms that lead to transfer by abstract analogy.
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the middle tone does not appear to prevent participants from learning the grammar
ABA. Moreover, there is no reason to assume that a general-purpose mechanism
should be unable to “ignore” irrelevant information. Hence, if identity relations are eas-
ier to process than other intervals, the most likely reason is that repetitions are pro-
cessed by some specialized but symbolic operator.10

The performance for ordinal grammars may possibly improve if the triplets were
created using another set of tones and intervals; as mentioned above, we chose our
stimuli precisely because of this possibility, as these stimuli allow to uncover the
advantage for repetition-based grammars without being hindered due to ceiling
eVects. Under these conditions, identity relations are readily extracted, while other
relations are not, suggesting that participants may be equipped with a specialized
mechanism processing repetitions.

8.3. The psychology of symbol manipulation

Our results suggest that humans are equipped with a specialized symbolic operation
processing repetitions. It may be more precise to call this operation an identity-detector
rather than a repetition-detector, as it may plausibly detect identity relations also at some
distance and not only repetitions (though we cannot distinguish these possibilities from
our data). We used the term “repetition-detector” nevertheless because it lacks the formal
connotations of identity-relations. Likewise, such a repetition-detector does not need to be
a binary operation, which “responds” if and only if two items are exactly identical; it may
well show a graded response depending on how “similar” two items are.

This operation does not seem to require high-level processing, as we recorded
neurophysiological responses to a grammar change at latencies that have often been
observed with processes that may be relatively automatic (e.g., Näätänen et al., 2001).
These results are compatible with the view that the human mind may be endowed
with some specialized operations; they are also in line with research on animal learn-
ing, where specialized operations fulWll the computational needs an organism faces in
its environment (e.g., Gallistel, 1990, 2000). We thus propose that the mind may be
equipped with a “computational toolbox” of such specialized perceptual primitives,
which may solve some of the computational problems it faces.

We chose the term “perceptual primitives” to distinguish these operations from
more general primitives such as those in a computer, and to highlight their intrinsic
constraints. We certainly do not claim that all mental operations are “perceptual”;
rather, we suggest that Gestalt-like specialized and constrained operations such as the

10 Still another criticism of our conclusions may be that triplets conforming to the repetition-based gram-
mars contain only two diVerent items, while triplets conforming to the ordinal grammars contain three
diVerent items. However, in order to notice that triplets conforming to repetition-based grammars contain
only two diVerent items, participants have to learn the grammars in the Wrst place. Indeed, all grammars
are instantiated by triplets, and thus by three items; if participants have learned that there are actually only
two diVerent items in the repetition-based grammars, they have learned these grammars – because this is
precisely what deWnes them. Hence, if it is easier to learn a grammar with identical elements than other
grammars, something must make the former grammars easier to learn. We propose that this is because
participants may be equipped with a specialized mechanism processing repetitions.
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repetition-detector we studied may be found in diVerent modules and at diVerent levels
of abstraction. In fact, the examples reviewed below suggest that specialized computa-
tions can be observed also in non-perceptual domains. Our point is thus not to stress
the “perceptualness” of such operations – but rather their specialization and limita-
tions, and that they seem to be recruited rather eVortlessly.

In fact, speciWc processing constraints are well documented in other domains for both
humans and other animals. For example, human adults (at least non-musicians) and
infants discriminate tonal but not atonal melodies sharing their contour (e.g., Dowling &
Fujitani, 1971; Trehub et al., 1999). Other processing constraints have been observed in
the visual domain. For example, it is easy to detect that the lines of a contour are sym-
metrical, that is, that one line can be transformed into the other by mirroring and trans-
lating it; in contrast, it is hard to detect that the lines of a contour are “repeated”, that is,
that one line can be transformed into the other just by translation without mirroring it
(e.g., Baylis & Driver, 1994, 1995; Bruce & Morgan, 1975; Corballis & Roldan, 1974),
even though symmetry detection is formally more complex (since it entails mirroring in
addition to translation). Likewise, one can easily see a 3D object in, say, a Necker cube
but not in other, very similar Wgures such as Kopfermann Wgures (e.g., HoVman, 1998).
Processing constraints have also been observed in less “perceptual” domains like numer-
osity. Infants and monkeys discriminate the numerosity 1 from 2 and 2 from 3 but not 2
from 4 or even 3 from 6, although the Weber ratios in these latter examples are the same
as or higher than in the former examples (e.g., Feigenson, Carey, & Hauser, 2002; Feigen-
son, Dehaene, & Spelke, 2004; Hauser & Carey, 2003), and also human adults seem to
use diVerent mechanisms for processing numerosities below and above 3 or 4 (e.g., Deh-
aene, Dehaene-Lambertz, & Cohen, 1998; Trick & Pylyshyn, 1994). It seems therefore
that computational constraints are not limited to the distinction between repetition-
based and ordinal grammars; rather, many mental computations seem to be specialized
and therefore applicable only in a limited domain.

Clearly, there is a huge gap between general capacities like studying high-energy
physics and the limited operations that we describe. Nevertheless, some linguistic pro-
cesses may in fact rely on such simple operations. For example, most languages place
grammatical morphemes in salient positions (i.e., the word-edges), leading to aYxation
like in “walk-ed”, and edges of constituents have to be aligned (McCarthy & Prince,
1993); likewise, in Semitic languages, the sequence of consonants in a word (irrespec-
tively of the intervening vowels) cannot have repeated consonants (at least in word-ini-
tial positions; e.g. Frisch, Pierrehumbert, & Broe, 2004; McCarthy, 1979). While these
simple operations may contrast with the more complex computations that underlie lan-
guage, it is at least well known that a combination of very simple components can yield
a powerful computational system, just like a Turing machine is “built” from very sim-
ple components. It is therefore possible that very simple, local components like percep-
tual primitives can be parts of powerful global computational systems like language
and, maybe, horizontal faculties.

One may arguably be pessimistic about the possibility of even studying horizontal fac-
ulties (e.g., Fodor, 1983, 2000). However, if a psychological theory of symbol manipulation
can be constructed at all, viewing symbol manipulation as the result of a “computational
toolbox” of specialized and constrained operations rather than as a general all-in-one
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rule-extraction mechanism may be a Wrst step towards such a theory, because it would
allow decomposing the problem into modular and investigable pieces (if it can be investi-
gated at all, see also Fodor, 1983).11

8.4. Integrating statistical and symbolic models of cognition?

A computational toolbox of perceptual primitives may also help integrating sym-
bolic and statistical models of the mind. Rather than being in opposition, symbolic
and statistical processes may contribute diVerent ingredients to learning. Symbolic
operations – such as perceptual primitives – may supply representational constraints
upon which statistical learning mechanisms can operate. For example, models of
inXectional morphology that allow for statistical learning over symbolic representa-
tions (e.g., Albright & Hayes, 2003; Albright, 2002; Bybee, 1995) can account for phe-
nomena that cannot be explained by more “classical” models, where statistical and
symbolic processing is seen as mutually exclusive (e.g., Hahn & Nakisa, 2000; Mar-
cus, Brinkmann, Clahsen, Wiese, & Pinker, 1995; Pinker, 1991; Rumelhart & McClel-
land, 1986); statistical learning over symbolic representations has also produced
powerful models in computational linguistics (e.g., Bod & Scha, 1997). Such a com-
plementary view of symbolic and statistical operations may contribute to integrate
associationist and symbolic models of the mind, and the notion of perceptual primi-
tives may be one of the ingredients that may help achieving such a synthesis.

Appendix A. Explorations with Altmann’s (2002) Model

A.1. Architecture and pretraining

We used the same network architecture and training procedure as in Altmann
(2002). The network was a modiWed Simple Recurrent Network (Elman, 1990) with
an additional “recoding” layer between the input layer and the recurrent layer. The
input layer consisted of 47 units (29 units coding for the words from Elman’s (1990)
corpus, 8 for the training syllables in Marcus et al.’s (1999) Experiment 1, 8 for the

11 There are still other reasons to speculate that perceptual primitives may play some role in mental com-
putations. Compositionality, for example, appears to be a crucial property of human cognition (e.g., Fodor
& Pylyshyn, 1988). It reXects the ability of the output of some computations to be the input of other com-
putations. Note Wrst that detecting a repetition may be a compositional operation, as repetitions can be de-
tected only of other representations, which are the result of other computations in turn. Second, also the
output of repetitions can be used as an input to other operations, at least if the latter operation is an asso-
ciation. Monkeys, for example, can be trained to respond to an identity-relation when presented with one
cue, and to a non-identity-relation when presented with another cue (e.g., Wallis, Anderson, & Miller,
2001). These results can be described in terms of using the result of the repetition-detecting operation as an
input to the association with the visual cue; this may be considered as a simple example of a compositional
computation. Of course, it is an open question whether the properties of cognition highlighted by Fodor
and Pylyshyn (1988) can be explained by properties of perceptual primitives such as a repetition-detector,
but the results above suggest that it is at least worthwhile pursuing this question.
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test syllables in this experiment, and 2 for utterance boundaries). The recoding layer
and the recurrent layer comprised of 20 and 25 neurons, respectively. The output
layer contained again 47 units. The network’s task was to predict the next element in
its input sequences. We used a learning rate of 0.2 and a momentum of 0.01.

Altmann (2002) used a corpus of 252 sentences, but, in fact, Elman’s (1990) gram-
mar generates 1040 sentences, excluding sentences with repetitions such as “boy chase
boy” (which were excluded also by Altmann (2002) in a control simulation). We thus
generated all sentences from Elman’s (1990) corpus, and used 100 random subsets of
252 sentences. As in Altmann’s (2002) simulations, we concatenated these corpora 40
times, and trained the network on this overall corpus for six cycles.

A.2. Replication of Altmann’s (2002) simulations

We Wrst attempted to replicate Altmann’s (2002) results. After the pre-training phase,
the network was trained on the 16 familiarization sentences from Marcus et al.’s (1999)
Experiment 1; the syllables were encoded in eight input units that had not been used so
far. The network was trained three times on the corpus of 16 sentences for 50 cycles. For
each pre-training corpus (see below), we ran an “experiment” with 16 “participants” pit-
ting the grammar ABA against the grammar ABB. We call an experiment a set of simula-
tions with the same pre-training corpus; a participant is one simulation in an experiment.
Participants diVered by the initializations of the networks. In each experiment, eight par-
ticipants were familiarized with ABA sentences, and eight with ABB sentences.

Finally, as in Marcus et al.’s (1999) Experiment 1, the network was tested on trip-
lets conforming to ABA or ABB. In each “trial”, the network was trained on a test
item for twenty cycles; during the last cycle, the prediction for the last syllable of the
test item was recorded. We used two diVerent test items for each grammar, and imple-
mented them using four diVerent syllables.

As Altmann (2002), we evaluated the predictions for the last syllable of the test
items by computing the correlation between the target output and the actual output.
These scores were then evaluated with an ANOVA using congruence (consistent/
inconsistent) as within-subjects factor and familiarization type (ABA or ABB) as
between-subject factor. The model was implemented using SNNS12, and the results
were automatically analyzed by a set of Perl and R scripts.

We implemented Altmann’s (2002) simulations in diVerent ways, but we generally
had diYculties replicating his results. We will thus only report the results for the best
simulation parameters, namely when non-orthogonal vectors were used (that is, the
strongest activation in each input vector was 0.9 while all other activations were set
to 0.1), sentences in the pre-training corpus, in the familiarization sequences and in
the test sequences were separated by extra-symbols representing silences, and all acti-
vations were reset to 0 after each triplet during familiarization and test. Using these
parameters, 28 out of 100 simulated experiments showed a signiWcant advantage for

12 Version 4.2 is available from http://www-ra.informatik.uni-tuebingen.de/SNNS/. We modiWed the
source to reset the hidden units after utterance boundaries.
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consistent test items. While not particularly strong, these results essentially replicate
those reported by Altmann (2002).

A.3. Simulations with the grammars AAB and ABB

The simulations were identical to the previous ones, except that the network was
trained on the grammars AAB and ABB, and then tested on AAB, ABB, but also
AAA items with new “syllables.” Instead of using the prediction for the last sylla-
ble for evaluating the model’s performance, we concatenated the targets and the
predictions for all three syllables, and evaluated the correlation between those two
vectors. This modiWcation of the evaluation scheme was necessary because the
model is generally evaluated using its predictions; however, in AAB and ABB,
diVerent syllables are predictable, that is, the second one in AAB and the third one
in ABB. Hence, it is not possible just to record the predictions for the second or the
third syllable; rather, one has to choose an evaluation scheme that is appropriate
both for AAB and ABB.

We performed two analyses. In the Wrst, we compared the model’s performance on
consistent items to the performance on inconsistent items of the form AAB (if the
model had been familiarized with ABB) and ABB (if it had been familiarized with
AAB). The results were comparable to those with the grammars ABA and ABB: In
22 out 100 simulated experiments, the model performed signiWcantly better for con-
sistent items than for inconsistent items.

The second analysis compared consistent items to foils of the form AAA. In
contrast to the previous analysis, where only 22% of the simulated experiments
yielded an advantage for consistent items, here the network performed much better
for inconsistent items than for consistent ones in all simulated experiments; even in
the least signiWcant experiment, this eVect was strong, F(1, 14)D 94.8, p < 0.001.
Hence, the network predicts that, when familiarized with AAB or ABB, partici-
pants should prefer consistent items when choosing between AAB and ABB, but
they should also show a strong preference for AAA. We will investigate this predic-
tion in the next section.

A.4. Empirical falsiWcation of the predictions

A.4.1. Materials and methods

A.4.1.1. Participants. 10 native speakers of Italian (6 females, 4 males, mean age 24.4,
21-34) took part in this experiment.

A.4.1.2. Familiarization. Participants were presented with the “sentences” from Mar-
cus et al.’s (1999) Experiment 3 synthesized using the fr2 diphone base of Mbrola
(Dutoit, Pagel, Pierret, Bataille, & Vreken, 1996). They were instructed to memorize
the sentences. Each sentence was played three times in random order; participants
could proceed to the next sentence by pressing a key. Half of the participants were
familiarized with AAB sentences and half with ABB sentences.
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A.4.1.3. Test. After familiarization, participants were informed that the sentences
contained some regularity; they were told that they would hear new sequences, and
had to judge whether these new sequences conformed to the regularity of the
sequences they had memorized during familiarization. Then they were presented with
sentences with the structure they had been familiarized with (AAB or ABB), and with
sentences of the form AAA; we used the syllables of the test phase of Marcus et al.’s
(1999) Experiment 3. This yielded four sentences for each structure, each presented
twice in random order.

A.4.1.4. Results and discussion. We recorded the proportion of endorsements of legal
items (AAB or ABB, depending on the familiarization) and of foils (that is, AAA sen-
tences). Participants endorsed legal items (MD58.8%, SDD28.9%) more often than
AAA items (MD 27.5%, SDD 36.2%). An ANOVA with familiarization grammar
(AAB or ABB) as between-subject factor and grammaticality (legal items or AAA) as
within-subject factor yielded signiWcant main eVect of grammaticality, F(1,8)D 6.1,
pD 0.039, but not of familiarization grammar, F(1, 8)D3.4, pD0.102, ns, nor an inter-
action between these factors, F(1, 8)D4.3, pD0.072, ns. Hence, in contrast to the pre-
dictions of Altmann’s (2002) network, participants endorsed legal items more than
foils of the form AAA.

Appendix B. Trial-wise simulations with the network from Altmann (2002)

The architecture was the same as in Altmann (2002), except that it was adapted to
our stimuli. The input and output layers that contained 11 neurons each (10 for the
pitch levels, one for the silence); the recoding layer and the recurrent layer comprised
of 10 neurons each. We sampled the parameter space of the model, using 990 combi-
nations of learning rate, momentum and number of cycles: Learning rate: {1, 5,
9}£ {0.00001, 0.0001, 0.001, 0.01, 0.1}; Momentum: 0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7,
0.8, 0.9, 1; Number of training cycles: 10, 50, 90, 100, 500, 900. For each parameter set,
we ran 14 simulations with diVerent initializations, representing 14 participants; each
set of 14 simulations will be called an “experiment.”

Each “participant” in an experiment was run in two independent conditions, cor-
responding to Experiments 1 and 2, respectively. (We consider that each participant
took part in two conditions because we used the same random seed.) The trial order
was randomized between participants. In each trial, the network was trained on the
four context triplets of the trial (that is, it had to predict the next element in the
sequence) for a given number of training cycles; all activations were reset after each
triplet. It was then trained with the test triplet for 20 iterations; we then recorded the
biggest activation for the last tone, and scored this activation as 1 if the prediction
was consistent with the grammar of the test triplet, and as 0 otherwise. For each par-
ticipant, we averaged this score over trials separately for congruent and deviant trials.
For each experiment, these averages were compared using a paired t-test; the experi-
ments were compared using a repeated-measure ANOVA using congruence (congru-
ent vs. deviant) and grammar type (repetition-based vs. ordinal) as within subject
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factors; if the network performed better for the repetition-based grammars than for
the ordinal grammars, we should observe an interaction between congruence and
grammar type, and the t-value of the comparison between congruent and deviant tri-
als should be greater for the repetition-based grammars than for the ordinal gram-
mars.
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